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Abstract
The performance of large vocabulary recognition systems, for instance in a dictation application, typically deteriorates severely when used in a reverberant environment. This can be partially avoided by adding a dereverberation algorithm as a speech signal preprocessing step. The purpose of this paper is to compare the effect of different speech dereverberation algorithms on the performance of a recognition system. Experiments were conducted on the Wall Street Journal dictation benchmark. Reverberation was added to the clean acoustic data in the benchmark both by simulation and by re-recording the data in a reverberant room. Moreover additive noise was added to investigate its effect on the dereverberation algorithms. We found that dereverberation based on a delay-and-sum beamforming algorithm has the best performance of the investigated algorithms.

1. Introduction
Automatic speech recognition systems are typically trained under more or less anechoic conditions. Recognition rates therefore drop considerably when signals are applied that are recorded in a moderately or strongly reverberant environment. In the literature, several solutions to this problem are proposed, e.g. in [1, 2, 3, 4]. We can distinguish two types of solutions: (1) a dereverberation algorithm is applied as a speech signal preprocessing step and the recognizer itself is considered as a fixed, black box and (2) robustness is added to the recognizer’s feature extraction and (acoustic) modeling. The latter is typically more difficult as it requires access to the core of the recognizer and/or to the necessary training databases.

In this paper, we compare several solutions of the first type in various environmental conditions (amount of reverberation and noise, real recordings). This kind of comparison is rarely found in the literature. An example is [4], but in this paper a poor baseline is used (59% accuracy on clean data for a dictation task), and the behavior of the algorithms is only evaluated on simulated additional reverberation.

The outline of the paper is as follows. In section 2, the investigated dereverberation algorithms are briefly described. The large vocabulary recognizer used in the experiments, and the recognition task are proposed in section 3. Next in section 4, the experiments are described and the results are given and discussed. Finally some conclusions are given in section 5.

2. Dereverberation algorithms
This section gives an overview of the investigated dereverberation algorithms. A general \( M \)-channel speech dereverberation system is shown in figure 1. An unknown signal \( s \) is filtered by unknown acoustic impulse responses \( h_1 \ldots h_M \), resulting in \( M \) microphone signals \( y_1 \ldots y_M \). Dereverberation deals with finding the appropriate compensator such that the output \( \hat{s} \) is as close as possible to the unknown signal \( s \).

More specifically, the following 4 dereverberation algorithms were compared.

2.1. Delay-and-sum beamforming
Beamforming algorithms [5, 6] exploit the spatial diversity that is present in the different microphone channels. By appropriately filtering and combining the microphone signals spatially dependent amplification can be obtained. In this way the algorithm is able to zoom in on the desired signal source and will suppress undesired background disturbances. Although in the first place, beamforming algorithms are used for noise suppression they can be applied to the dereverberation problem as well. As the beamformer focuses on the signal source of interest, only those acoustic waves are amplified that impinge on the array from the same direction as the direct path signal. Waves coming from other directions are suppressed. In this way the amount of reverberation is reduced.

A basic, but nevertheless very popular beamforming scheme is the delay-and-sum beamformer. In this technique the different microphone signals are appropriately delayed and summed together. Referring to figure 1 the output of the delay-and-sum beamformer is given by

\[
\hat{s}[k] = \sum_{m=1}^{M} y_m[k - \delta_m].
\]  

For our experiments, we chose \( \delta_m = 0 \) as the desired signal source was located in front of the (linear) microphone array in the broadside direction (making an angle of \( 90^\circ \) with the array).

2.2. Cepstrum based dereverberation
Cepstrum-based dereverberation techniques are another well-known standard for speech dereverberation and rely on the separability of speech and the acoustics in the cepstral domain. The
algorithm that was used in our experiments is based on [7]. It factors the microphone signals into a minimum-phase and an all-pass component. It appears that the minimum-phase component is less affected by the reverberation than the all-pass component. Hence, the minimum-phase cepstra of the different microphone signals are averaged and the resulting minimum-phase component is further enhanced with a low-pass lifter. On the all-pass component a spatial filtering or beamforming operation is performed. The beamformer reduces the effect of the reverberation, which acts as uncorrelated additive noise on the all-pass components of the different microphone signals.

2.3. Matched filtering
Another standard procedure for noise suppression and dereverberation is matched filtering. On the assumption that the transmission paths $h_m$ are known (see figure 1), an enhanced system output can be obtained as

$$\hat{s}[k] = \sum_{m=1}^{M} h_m[-k] \ast y_m[k].$$

(2)

In order to reduce complexity the reverse filter $h_m[-k]$ is truncated and the $l_s$ most significant (i.e. last $l_s$) coefficients of $h_m[-k]$ are retained to obtain $e_m$ such that

$$\hat{s}[k] = \sum_{m=1}^{M} e_m[k] \ast y_m[k].$$

(3)

A disadvantage of this technique is that the transmission paths $h_m$ need to be known in advance. However it is known that matched filtering techniques are quite robust against wrong transmission path estimates. During our research we provided the true impulse responses $h_m$ to the algorithm as an extra input. In the case of experiments with real-life data the impulse responses were estimated with an NLMS adaptive filter based on white noise data.

2.4. Matched filtering subspace dereverberation in the frequency domain
We used a matched filtering-based dereverberation algorithm that relies on 1-dimensional frequency-domain subspace estimation (see section IIc of [8]). An LMS type updating algorithm for this approach was also proposed in this paper.

A key assumption in the derivation of the algorithm in [8] is that the norm of the transfer function matrix $\beta(f) = \|H_s(f) \ast H_m(f)\|$ (with $H_m(f)$ the frequency-domain representation of $h_m[k]$; see figure 1) needs to be known in advance, which is the weakness of this approach. We can get around this by measuring parameter $\beta$ beforehand. This is however unpractical, hence an alternative is to fix $\beta$ to an environment-independent constant, e.g. $\beta = 1$.

3. Recognizer and database

3.1. Recognition system
For the recognition experiments, the speaker-independent large vocabulary continuous speech recognition system was used that has been developed at the ESAT-PSI speech group of the K.U.Leuven. A detailed overview of this system can be found in [9, 10] (concerning the acoustic modeling) and in [11, 12] (mainly concerning the search engine).

In the recognizer, the acoustic features are extracted from the speech signal as follows. Every 10 ms a power spectrum is calculated on a 30 ms window of the pre-emphasized 16 kHz data. Next, a non-linear mel-scaled triangular filterbank is applied and the resulting mel spectrum with 24 coefficients is transformed into the log domain. Then these coefficients are mean normalized (subtracting the average) in order to add robustness against differences in the recording channel. Next, the first and second order time derivatives of the 24 coefficients are added, resulting in a feature vector with 72 features. Finally, the dimension of this feature vector is reduced to 39 using the MIDA algorithm (an improved LDA algorithm [13]) and these features are decorrelated (see [14]) to fit the diagonal covariance Gaussian distributions used in the acoustic modeling.

The acoustic modeling, estimated on the SI-284 (WSJ1) training data with 69 hours of clean speech (Sennheiser close-talking microphone), is gender independent and based on a phone set with 45 phones, without specific function word modeling. A global phonetic decision tree defines the 6559 tied states in the cross-word context-dependent and position-dependent models. Each state is modeled as a mixture of tied Gaussian distributions, the total number of Gaussians being 65417. The benchmark trigram language model was estimated on 38.9 million words of WSJ text. With this recognition system, a word error rate (WER) of 1.9% was found on the benchmark test set described below with real time recognition on a 2.0 GHz Pentium 4 processor.

It is important to note that in this baseline recognition system, no specific robustness for (additive) noise or for reverberation is integrated, nor in the feature extraction nor in the acoustic modeling. So if robustness for noise or reverberation is observed in the experiments, it is the result of the additional signal preprocessing step based on the dereverberation algorithm.

3.2. Data set
We evaluated the effect of the different dereverberation algorithms on the recognizer’s performance using the well-known speaker-independent Wall Street Journal (WSJ1) benchmark recognition task with a 5k word closed (so without out-of-vocabulary words) vocabulary.

Results are given on the November 92 evaluation test set with non-visualized punctuation. This set consists of 330 sentences, amounting to about 33 minutes of speech, uttered by eight different speakers (which are not in the trainset), both male and female. It is recorded at 16 kHz and contains almost no additive noise, nor reverberation. In the experiments, different levels of reverberation and additive noise will be obtained or by simulation, or by playing back the clean audio and making new recordings with a microphone array.

4. Experiments
This section describes the experiments and gives and discusses the results. The effect of several environmental variables were investigated in separate experiments: the reverberation time, the number of microphones, the amount of additive noise, and the setup in real-life recordings. The reference experiment has a reverberation time of 547 ms (for a microphone distance of 94 cm and a room of 36 m$^3$), a setup with 6 equidistant microphones, and uses data without additive noise. This setup with a 19.7% WER when no dereverberation algorithm is applied, was chosen to produce possibly significant experimental results.

4.1. Reverberation time
First, the effect of the reverberation time on the recognition performance was measured. The reverberation time $T_{60}$ is defined
as the time that the sound pressure level needs to decay to 
-60 dB of its original value. Typical reverberation times are in 
the order of hundreds or even thousands of milliseconds. For a typ-
ical office room $T_{60}$ is between 100 and 400 ms, for a church 
$T_{60}$ can be several seconds long.

For the simulation, the recording room is assumed to be 
rectangular and empty, with all walls having the same reflec-
tion coefficient. The reverberation time can then be computed 
from the reflection coefficient $\rho$ and the room geometry using 
Eyring’s formula \[15\]:

$$T_{60} = \frac{0.163V}{S \log \rho},$$

(4)

where $S$ is the total surface of the room and $V$ is the volume of 
the room.

The results are given in figure 2. As could be expected, 
the WER increases drastically for a higher reverberation time. 
The matched filtering algorithms seem to deteriorate the WER, 
at least for relatively small reverberation times corresponding 
to an office room. On the other hand the algorithms based on 
the cepstrum and on delay-and-sum beamforming improve the 
result for any reverberation time. Delay-and-sum beamforming 
is the best, a relative improvement of about 25% is found.

4.2. Number of microphones

The microphones are placed on a linear array at a distance of 5 
cm of each other. The number of microphones has been lowered 
from the reference 6 to 2 to detect performance losses.

In general we can see that the recognition system (in which, 
as said, no additive noise robustness is incorporated) is more 
robust to speech-like noise than to white noise. Moreover com-
pared to reverberation, additive noise has a smaller negative 
impact on the performance of the recognizer, for instance in 
an office environment. We can furthermore conclude that spa-
tially correlated (white) noise has a worse effect on the rec-
ognizer than uncorrelated noise. Comparing the algorithms, 
the delay-and-sum beamformer again seems to outperform the 
other methods. Note that if higher relative improvements are 
obtained for low SNR, this may be due to the fact that the differ-

4.3. Additive noise

In these experiments noise has been added to the multi-channel 
speech recordings at different (non frequency weighted) signal-
to-noise ratios (SNR). The source for spatially correlated noise 
(simulated or real-life as in section 4.4) makes an angle of about 
45° with the microphone array.

In figures 4, 5, and 6, the results are given for 3 types 
of noise: uncorrelated white noise, spatially correlated white 
noise, and spatially correlated speech-like noise respectively. 
As a reference, we also investigated the clean signals with the 
additive noise but without reverberation.
ent algorithms also incorporate noise reduction abilities (rather than dereverberation capabilities).

4.4. Real-life experiments

For the real-life experiments, recordings were made in the (69 m² large) ESAT speech lab, using different room acoustics. The audio was sent through a loudspeaker and recorded with a 6 microphone array. Only in the last (fourth) experiment, there was an extra loudspeaker with spatially correlated speech-like noise, resulting in a 8dB SNR.

<table>
<thead>
<tr>
<th>Exp. number</th>
<th>exp 1</th>
<th>exp 2</th>
<th>exp 3</th>
<th>exp 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mic. distance (m)</td>
<td>1.9</td>
<td>1.9</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>T_0</td>
<td>0.12</td>
<td>0.28</td>
<td>0.24</td>
<td>0.29</td>
</tr>
<tr>
<td>reverberated signal</td>
<td>6.4%</td>
<td>16.8%</td>
<td>14.1%</td>
<td>50.0%</td>
</tr>
<tr>
<td>cepstrum based</td>
<td>6.0%</td>
<td>14.0%</td>
<td>13.6%</td>
<td>42.4%</td>
</tr>
<tr>
<td>delay-and-sum</td>
<td>6.2%</td>
<td>15.3%</td>
<td>14.6%</td>
<td>37.0%</td>
</tr>
<tr>
<td>matched filtering</td>
<td>/</td>
<td>/</td>
<td>24.9%</td>
<td>44.7%</td>
</tr>
<tr>
<td>subspace-based</td>
<td>10.0%</td>
<td>25.4%</td>
<td>21.4%</td>
<td>56.6%</td>
</tr>
</tbody>
</table>

Table 1: Performance (WER) on real-life recordings

The results are given in table 1. We can see from the table that in real-life situations, improvements can only be found for the cepstrum based algorithm and for the delay-and-sum beamformer. Unfortunately, the improvements are also smaller than for simulated data: up to 25% (relative) for experiment 4 with additive noise, and between 5% and 15% for experiments without additive noise.

5. Conclusions and further research

In general, we can conclude that applying dereverberation algorithms in the preprocessing of a recognizer can partly cancel the deterioration due to reverberation. From the investigated algorithms, a simple one (algorithmically) performed the best in most cases: the delay-and-sum beamformer.

In the future, the situation with both reverberation and additive noise should be investigated further by (1) adding algorithms for noise removal (in the preprocessing) or for noise robustness (in the recognizer) and by (2) checking the complementarity of these methods with the dereverberation algorithms evaluated in this paper.
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