Mis-recognized Utterance Detection Using Multiple Language Models
Generated by Clustered Sentences

Katsuhisa FUJINAGA¹, Hiroaki KOKUBO¹, Hirofumi YAMAMOTO¹,
Genichiro KIKUI¹, Hiroshi SHIMODAIRA¹

¹ ATR Spoken Language Translation Research Laboratories
² School of Information Science, Japan Advanced Institute of Science and Technology

Abstract
This paper proposes a new method of detecting mis-recognized utterances based on a ROVER-like voting scheme. Although the ROVER approach is effective in improving recognition accuracy, it has two serious problems from a practical point of view: 1) it is difficult to construct multiple automatic speech recognition (ASR) systems, 2) the computational cost increase according to the number of ASR systems. To overcome these problems, a new method is proposed where only a single acoustic engine is employed but multiple language models (LMs) consisting of a baseline (main) LM and sub LMs are used. The sub LMs are generated by clustered sentences and used to re-score the word lattice given by the main LM. As a result, the computational cost is greatly reduced. Through experiments, the proposed method resulted in 18-point higher precision with 10% loss of recall when compared with the baseline, and 22-point higher precision with 20% loss of recall.

1. Introduction
In the recent progress of ASR, word accuracy is widely used to measure system performance. Word accuracy is a good measure for speech to text systems, such as dictation. However, it is not a good measure for speech translation systems, since only one mis-recognized word in an utterance sometimes gives incorrect (or negative) information and word accuracy does not measure whether all of the recognized words are correct. In speech translation systems, mis-recognized utterances must be discarded to avoid incorrect translation, and hence the performance of ASR is measured on the basis of utterance accuracy instead of word accuracy.

To detect mis-recognized utterances, we focus on ROVER [1]. Recently, it has been shown that integrating the outputs given by multiple ASR systems can improve the reliability of the confidence measures [2]. ROVER is one of the most successful integration approaches based on a voting scheme for word error reduction. The voting scheme employed in ROVER is based on the simple idea that "The hypothesized words that are commonly found in many ASR system’s output would be reliable".

Despite the high performance of ROVER, it has two serious problems. The first problem is the difficulty in constructing multiple ASR systems. ROVER needs two or more ASR systems, and each ASR system’s characteristics should be greatly different from the others in order to improve the recognition performance. Therefore, ROVER needs a lot of resources, multiple corpora, multiple models, multiple decoders, and so on. The second problem is the computational cost for decoding. Since the decoding process of each ASR system runs in parallel with those of other ASR systems, the overall computational cost increases in proportion to the number of ASR systems.

In this paper, we propose a new method that detects mis-recognized utterances, based on a ROVER-like voting scheme. In contrast to the conventional ROVER, the proposed method has two advantages: 1) the construction of ASR systems is easy, 2) the computational cost is low.

2. Mis-recognized Utterance Detection Using Multiple Language Models
2.1. Outline of the proposed method
This section describes the outline of the proposed method. In the proposed method, a baseline LM and sub LMs are used where outputs of the baseline LM are verified on the basis of the voting among the sub LMs' outputs.

To solve the problems of ROVER mentioned in the Introduction, the proposed method differs from the conventional voting scheme in the following two points:

- Using multiple LMs generated by clustered sentences, instead of multiple ASR systems.
- Using re-scoring, instead of parallel decoding.

2.2. Multiple LM generation using clustered sentences
The baseline LM is trained by using the whole set of available corpora, while the sub LMs are trained by using clustered sentences which are sub sets of the corpora. In the present study, the corpora were split automatically into sets of clustered sentences based on a minimum entropy optimization criterion whose entropy is calculated using unigram probabilities. Because of the automatic clustering, a large number of sub LMs can be generated easily even if only one corpus is available.

Since the baseline LM uses a much larger amount of training data than the sub LMs, the baseline LM is expected to be more accurate than the sub LMs. Therefore, the baseline LM is used to decode the input speech, while the sub LMs are used to verify the decoder’s output and detect mis-recognized utterances.

A problem arises when increasing the number of clusters to obtain multiple sub LMs. The more we increase the number of clusters, the less amount of training data remains for each sub LM, and thus the less accurate sub LMs we obtain. To solve the insufficient training data problem, each sub LM is linearly interpolated as is given by
2.3. Rejection of mis-recognized utterances using multiple LMs

Figure 1 shows an outline of the proposed ASR system where the function of rejecting mis-recognized utterances is implemented. The proposed framework consists of a 2-pass decoder and a voting machine:

- In the 1st-pass process, the ASR system recognizes the input speech using the baseline 2-gram LM, and outputs a word lattice.
- In the 2nd-pass process, the ASR system re-scores the word lattice using each of the 3-gram baseline LM and 3-gram sub LMs, and outputs the 1-best hypothesized utterances respectively. The 1-best utterance obtained by the baseline 3-gram LM is treated as the recognition result of the ASR.
- In the voting process, to estimate the confidence for the recognition result, the 1-best utterances generated by each sub LM are utilized. In the present study, the voting machine counts the number of the same 1-best utterances generated by sub LMs as the recognition result of the ASR. If the voting count is greater than or equal to a threshold, the recognition result is considered to be reliable, and is accepted. If the count is less than the threshold, the recognition result is rejected.

It should be noted that the computational cost of the 1st-pass process is much larger than that of the 2nd-pass process where only re-scoring is performed. Since only the baseline LM is used in the 1st-pass, total computational cost is greatly reduced in comparison with the conventional ROVER architecture.

3. Experimental setup

In the present study, the performance of the proposed method was evaluated with respect to whether it can detect mis-recognized utterances effectively.

3.1. Experimental conditions

A travel-task corpus named the Basic Travel Expression Corpus (BTEC)[3] was used for evaluation since we have been developing a speech translation system for the travel conversation task.

The BTEC consists of a lot of basic expressions that are often used in travel conversations. In the evaluation experiments, 161,744 utterances were used to train the models, and 510 utterances were exclusively used for evaluation. Table 1 shows the other experimental conditions.

Under the conditions described above, the baseline performance of the ASR without rejection function is 88.89% in word accuracy and 68.63% in utterance accuracy.

3.2. Measures for performance evaluation

When ASR is used as the input of a speech translation system, the recognition performance of the ASR is measured on the basis of the accuracy of the accepted utterances. To that end, in the present study, we evaluated the proposed method by two measures: recall and precision defined by

\[
\text{Recall} = \frac{\text{# of accepted correct utterances}}{\text{# of correct utterances}}
\]

\[
\text{Precision} = \frac{\text{# of accepted correct utterances}}{\text{# of accepted utterances}}
\]

If all the utterances are accepted without rejection, the precision is identical to the utterance accuracy of the baseline ASR (68.63%), and recall becomes 100%.

4. Experimental Results

4.1. Evaluation of the proposed method

Figure 2 shows experimental results obtained when the parameters were chosen so that the highest precision was achieved when recall was between 80% and 90%. In the figure, \( N \) denotes the number of sub LMs, \( \lambda \) is the coefficient of linear interpolation of the sub LMs, and “Base Line” expresses the baseline precision rate of the ASR without rejection function. Each line in this figure shows the relationship between precision and recall by varying the threshold (\( T' \)).

It can be seen from the figure that as we increase the threshold the precision increases while the recall decreases. The proposed method achieved 18-point higher precision with 10% loss of recall, and 22-point higher precision with 20% loss of recall, when compared with the baseline performance. Another observation from the figure is that the parameters, such as \( \lambda \), have large influence on both the maximum precision and recall when the precision is fixed. This suggests that the parameters should be optimized depending on the precision and recall required.

4.2. Comparison with conventional methods

The performance of the proposed rejection method was compared with the conventional methods listed:

a) Rejection using normalized likelihood

Hypothesized utterances are rejected if their normalized
Table 2: Systems used in the ROVER approach

<table>
<thead>
<tr>
<th>Acoustic model</th>
<th>Language models</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1st-pass</td>
</tr>
<tr>
<td>SYSTEM 1</td>
<td>gender-dependent, 1,400 states, 5 mixtures HMM</td>
<td>word 2-gram</td>
</tr>
<tr>
<td>SYSTEM 2</td>
<td>gender-dependent, 1,400 states, 5 mixtures HMM</td>
<td>multi-class composite</td>
</tr>
<tr>
<td>SYSTEM 3</td>
<td>gender-dependent, 2,000 states, 16 mixtures HMM</td>
<td>word 2-gram</td>
</tr>
</tbody>
</table>

Figure 2: Experimental results in the conditions that achieve the highest precision with about 80% or 90% in recall.

Likelihood per frame is lower than a threshold.

b) Rejection using support vector machine (SVM)

Hypothesized utterances are verified by using the support vector machine (SVM). In the present study, three features were used as the feature vectors for the SVM: normalized likelihood per frame, a posteriori probability, and ratio of likelihood of first candidate and second candidate were employed. The SVM was trained with 1,010 utterances which were not included either in the evaluation data set or the training data set used by ASR.

c) ROVER

ROVER was originally developed to reduce word recognition errors and hence it has not been used for the purpose of utterance rejection. Here, the ROVER approach was used in such a way that a majority decision per utterance was performed among the outputs of three ASR systems. If the number of majority votes for the selected recognition result is greater than or equal to a threshold, the selected recognition result is considered to be correct. Table 2 shows conditions and recognition rates of the systems used by ROVER. In this table, SYSTEM 1 is the same as the ASR system used for evaluation of the proposed method. The acoustic model of SYSTEM 3 was provided by the IPA Japanese dictation free software project[6]. Other conditions are the same as in Section 3.1. If each ASR system produces different output from the others and the threshold is $T = 1$, the recognition result of SYSTEM 1 is selected and is considered to be the correct recognition.

Both methods a) and b) use confidence measures based on features that are extracted from a single ASR, while method c) and the proposed method use confidence measures based on features that are extracted from the outputs of multiple ASRs/LMs.

Figure 3 shows the experimental results of the proposed method and the conventional methods, where the experimental conditions are the same as those described in Section 4.1.

When $T = 1$, ROVER achieved over 100% in recall, since many correct utterances, mis-recognized by the baseline ASR used for the proposed method, are chosen as a result of majority decision.

First, the proposed method and ROVER are compared with other methods. The experimental results indicate that the confidence measures extracted by multiple ASRs/LMs can achieve precision that is higher than or equal to the confidence measures extracted by a single ASR. Next, the proposed method was compared with ROVER. The proposed method achieved higher precision than ROVER when recall was lower than 95%. Additionally, in this experiment, the computational cost of the proposed method was a third of ROVER’s cost.

4.3. Performance according to each parameter

In this section, we investigate how each parameter influences the performance of the proposed method.

4.3.1. Number of sub LMs

Here, we investigate how the number of sub LMs influences the performance of the proposed method.

Figure 4 shows the experimental results when $\lambda = 0.6$. It can be seen from this figure that the maximum value of precision increased with the number of sub LMs. However, the difference of precision yielded with the same recall was very little.

4.3.2. Linear interpolation coefficient

Here, we investigate how the linear interpolation coefficient, used for sub LMs, influences the performance of the proposed method.

Figure 5 shows the experimental results for $N = 10$. In this figure, as the linear interpolation coefficient increases, the maximum precision rises and the recall drops. Therefore, it can be seen that it is necessary to determine the linear interpolation coefficient depending on the recall required.
4.3.3. Clustering criterion

In the above experiments, a minimum entropy optimization criterion (ENTROPY) was employed for clustering the corpus, and its entropy was calculated by 1-gram. Here, we investigate how the clustering criterion influences the performance of the proposed method. In the evaluation experiment, we compare five criteria: 1-3) ENTROPY calculated by 1-gram, 2-gram, 3-gram, 4) random, and 5) topic. In case of the topic, each sentence of the corpus was classified using topic tags that indicate the scenes, e.g. “Shopping”, in which it was used.

Figures 6 and 7 show the experimental results for N = 30, \( \lambda = 0.9 \). In these figures, the clustering criterion hardly influenced the performance. However, the performance dropped a little when random clustering was used. Since entropy-based clustering does not need topic tags, it is a more practical and inexpensive method compared with topic-based clustering.

5. Conclusion

In this paper, we proposed a new method that detects misrecognized utterances, based on a ROVER-like voting scheme. In contrast to the conventional ROVER, the proposed method has two advantages: 1) the construction of ASR systems is easy, 2) the computational cost is low. The experimental results indicated that the proposed method achieved 18-point higher utterance precision with 10% loss of recall, and 22-point higher utterance precision with 20% loss of recall, when compared with the baseline performance of the ASR without rejection function. Additionally, in a Japanese to English speech translation task, our experiments indicated that the proposed method is effective in restraining mis-translations.
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