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Abstract
The SPAM model was recently proposed as a very general method for modeling Gaussians with constrained means and covariances. It has been shown to yield significant error rate improvements over other methods of constraining covariances such as diagonal, semi-tied covariances, and extended maximum likelihood linear transformations. In this paper we address the problem of discriminative estimation of SPAM model parameters, in an attempt to further improve its performance. We present discriminative estimation under two criteria: maximum mutual information (MMI) and an “error-weighted” training. We show that both these methods individually result in over 20% relative reduction in word error rate on a digit task over maximum likelihood (ML) estimated SPAM model parameters. We also show that a gain of as much as 28% relative can be achieved by combining these two discriminative estimation techniques. The techniques developed in this paper also apply directly to an extension of SPAM called subspace constrained exponential models.

1. Introduction
In state-of-the-art speech recognition systems hidden Markov models (HMMs) are used to estimate the likelihood of an acoustic observation given a word sequence. The probability density function associated with states of these HMMs are typically chosen to be mixtures of Gaussians,

\[ P(x|s) = \sum_{g \in \mathcal{M}(s)} \pi_g P(x|g) \]

where \( x \) is a \( d \)-dimensional real-valued feature vector, \( \mathcal{M}(s) \) is the set of Gaussians modeling state \( s \), \( \mu_g \) is the Gaussian mean, and \( P_g \) is the Gaussian inverse covariance which is also known as the precision matrix.

There has recently been much work on modeling the Gaussian means and precision matrices which in general belong to \( \mathbb{R}^d \) and the space of symmetric positive definite \( d \times d \) matrices, respectively. In practice constraints are needed, especially on covariances, to allow for robust estimation, efficient storage, and efficient computations. As mentioned above, the most common constraint is to restrict \( \Sigma \) to the space of diagonal positive definite matrices. Other recently proposed methods constrain inverse covariances or precision matrices to affine subspaces; these include, in the order of least to most general, semitied covariances [3] or maximum likelihood linear transformation (MLLT) [4], extended MLLT (EMLLT) [5], and subspace precision and mean modeling (SPAM) [6]. In a recent comparison of these techniques [6], the SPAM model was shown to significantly outperform other models of comparable complexity.

In this paper we address the problem of discriminative estimation of SPAM model parameters. We show that the MMI estimation procedure [7, 1, 2] can be extended to the SPAM model. It is implemented with the extended Baum-Welch (EBW) method [7], using the derivation for continuous parameter exponential models proposed by Gunawardana et al. [8].

Furthermore, we compare MMI with another novel discriminative estimation technique which we term “error-weighted” training. This method is similar in spirit to Boosting [9] and also to corrective training [10]; it places higher emphasis on the subset of training data that is recognized incorrectly and does maximum likelihood training with a higher weight placed on the statistics gathered over the sentences with errors.

The rest of this paper is organized as follows. In Section 2 we review the SPAM model and maximum likelihood estimation of its parameters. In Sections 3 and 4 we describe the MMI and error-weighted parameter estimation procedures as applied to the SPAM model. In Section 5 we report on experiments on a digit-string test set.

2. The SPAM Model and ML Estimation of Parameters
The SPAM model can be described by first writing the Gaussian density function as an exponential density

\[ P(x|g) = \mathcal{N}(\mu_g, P_g(= \Sigma_g^{-1})) = \exp \left( \theta_g^T f(x) + K(\theta_g) \right), \]

where

\[ \theta_g = [\text{vec}(P_g); P_g\mu_g] \]

\[ f(x) = [\text{vec}(xx^T); x] \]

\[ K(\theta_g) = -0.5\theta_g^T P_g\mu_g - \frac{d}{2}\log(2\pi) \]

\[ + 0.5\log \det(P_g) \]

Here \( \text{vec}(A) \) denotes a vector constructed from elements of matrix \( A \), with the property that the trace of \( AB \) is equal to the inner product of \( \text{vec}(A) \) and \( \text{vec}(B) \). For a SPAM model, the precision matrices \( P_g \) and the linear parameters \( P_g\mu_g \) are required to lie in Gaussian independent subspaces,

\[ P_g = S_0 + \sum_{k=1}^{D} \lambda_g^k S_k \]

\[ P_g\mu_g = M_0 + \sum_{l=1}^{L} \eta_g^l M_l. \]

Here \( S_0, \{ S_k \} \) are real symmetric \( d \times d \) matrices and \( M_0, \{ M_l \} \) are \( d \) dimensional vectors. The parameters \( S_0, S_k, M_0, \) and \( M_l \)
are shared across Gaussians; these are referred to as tied model parameters. \( \Theta \) and \( \eta \) \( \bar{\eta} \), are referred to as untied model parameters. The Gaussian priors \( \pi_g \) also form part of the untied SPAM model parameters.

Maximum likelihood estimation of SPAM model parameters is carried out using the well known expectation-maximization (EM) algorithm. Given labeled training data \( (X^*, W^*) \) and a starting value \( \Theta^0 = \{ \Theta^0_g \} \) of the model parameters, the EM auxiliary function is

\[
Q_{em}(\Theta|\Theta^0) = \sum_g \theta^T_g \tilde{f}_g + \tilde{\pi}_g K(\theta_g) + \tilde{\pi}_g \log \pi_g,
\]  

where,

\[
\tilde{f}_g = \sum_t \gamma(t, g) f(x_t) \quad \tilde{\pi}_g = \sum_t \gamma(t, g) \quad \gamma(t, g) = P(g(t) = g|X^*, W^*; \Theta^0).
\]

Here \( g(t) = g \) is the indicator for presence of Gaussian \( g \) at time \( t \). Thus, \( \gamma(t, g) \) is the conditional probability of observing Gaussian \( g \) at time \( t \) given the training data and reference word scripts. To maximize \( Q_{em}(\Theta|\Theta^0) \) we see that the optimal value of \( \pi_g \) is \( \tilde{\pi}_g / \sum_g \tilde{\pi}_g \tilde{\gamma}_g \). Optimization with respect to the rest of the model parameters is performed using a numerical optimization package; the details of this procedure can be found in Visweswariah et.al. [11].

We note that the SPAM model (3) can be directly generalized by representing the entire vector \( \Theta \) as \( \tilde{\Theta} \), then \( Q_{em}(\tilde{\Theta}^0) \) will be discussed later in this paper.

We now present two procedures for estimating the SPAM model parameters in a discriminative manner.

3. MMI Estimation of SPAM Parameters

Using \( (X^*, W^*) \) to denote a labeled training dataset, the MMI objective function [7, 1, 2] is given as

\[
R(\Theta) = \frac{P(X^*|W^*; \Theta)}{P(X^*; \Theta)}
\]  

For maximizing \( R(\Theta) \) we follow the extended Baum-Welch procedure first proposed for discrete distributions by Gopalakrishnan et.al. [7] and subsequently extended to continuous distributions by Normandin [1]. An alternate derivation of Normandin’s procedure was recently proposed by Gunawardana et.al. [8], which we now recall.

Using \( \mathcal{G} \) to denote the set of all Gaussian sequences that can produce the acoustics \( X^* \), and assuming that the Gaussian priors are fixed (not a part of \( \Theta \)), we can write

\[
P(X^*|W^*; \Theta) = \sum_{G \in \mathcal{G}} P(X^*|G; \Theta) P(G|W^*)
\]

\[
P(X^*) = \sum_{G \in \mathcal{G}} P(X^*|G; \Theta) P(G).
\]

In HMM based systems \( P(G) \) includes the Gaussian priors, state-to-state transition probabilities, and a language model probability.

Define

\[
F(\Theta|\Theta^0) = \sum_{G \in \mathcal{G}} P(X^*|G; \Theta) P(G|W^*)
\]

\[
-\mathcal{E}(\Theta^0) \sum_{G \in \mathcal{G}} P(X^*|G; \Theta) P(G)
\]

\[
+ \int_X \sum_{G \in \mathcal{G}} \tilde{D}_G P(X|G; \Theta) P(G)
\]

\[
= \sum_{G \in \mathcal{G}} \int_X q(X, G, \Theta^0) P(X|G; \Theta)
\]

where

\[
q(X, G, \Theta^0) = \delta(X - X^*) P(G|W^*) + D_G P(G)
\]

\[
- \delta(X - X^*) R(\Theta^0) P(G)
\]

where \( D_G \) is the set of all Gaussian sequences that starts \( q \), \( q \) is the indicator for presence of Gaussian \( g \) at time \( t \). Thus, \( q(t, g) \) is the conditional probability of observing Gaussian \( g \) at time \( t \) given the training data and reference word scripts. To maximize \( Q_{em}(\Theta|\Theta^0) \) we see that the optimal value of \( \pi_g \) is \( \tilde{\pi}_g / \sum_g \tilde{\pi}_g \tilde{\gamma}_g \). Optimization with respect to the rest of the model parameters is performed using a numerical optimization package; the details of this procedure can be found in Visweswariah et.al. [11] and in this paper we shall focus on the SPAM model of (3).

We now present two procedures for estimating the SPAM model parameters in a discriminative manner.

For maximizing \( R(\Theta) \) we follow the extended Baum-Welch procedure first proposed for discrete distributions by Gopalakrishnan et.al. [7] and subsequently extended to continuous distributions by Normandin [1]. An alternate derivation of Normandin’s procedure was recently proposed by Gunawardana et.al. [8], which we now recall.

Using \( \mathcal{G} \) to denote the set of all Gaussian sequences that can produce the acoustics \( X^* \), and assuming that the Gaussian priors are fixed (not a part of \( \Theta \)), we can write

\[
P(X^*|W^*; \Theta) = \sum_{G \in \mathcal{G}} P(X^*|G; \Theta) P(G|W^*)
\]

\[
P(X^*) = \sum_{G \in \mathcal{G}} P(X^*|G; \Theta) P(G).
\]

In HMM based systems \( P(G) \) includes the Gaussian priors, state-to-state transition probabilities, and a language model probability.
The resulting $Q$ function is
\[
Q(\theta | \theta^0) = \sum_g \theta_g^T \left( \tilde{T}_g - \tilde{T}_g^0 + D_g E_{\theta^0}(f(x)) \right) \\
+ \left( \tilde{\pi}_g - \tilde{\pi}_g^0 + D_g \right) K(\theta_g)
\] (11)

Since the form of this auxiliary function is identical to $Q_{mm}(\theta | \theta^0)$ (4), it can be maximized using the same numerical optimization procedure that was used for (4).

3.1. Selecting Gaussian Dependent $D_g$

We first note that the formulation presented here naturally allows for a Gaussian dependent $D_g$ value according to (10); something that has empirically been found to be of value in MMI estimation [2]. However, deriving $D_g$ according to (10) where $D_g$ values are selected to ensure positivity of $q(X, G, \theta^0)$ of (6) is impractical, if not impossible. We instead follow a $D_g$ selection procedure that is analogous to a method described by Woodland et al. [2]

\[
D_g = \max \left( C_1 \tilde{\pi}_g^d, C_2 D_g^* \right)
\] (12)

where $D_g^*$ is the smallest value such that when a full covariance matrix (diagonal in [2]) is estimated from the MMI stats, it comes out to be positive definite. The MMI update of a full covariance matrix is given as

\[
\tilde{\Sigma}_g = \frac{\tilde{\Sigma}_g^F - \tilde{\Sigma}_g^L + D_g (\tilde{\Sigma}_g^0 + \mu_g \mu_g^T)}{\tilde{\Sigma}_g - \tilde{\pi}_g^d + D_g} - \mu_g \mu_g^T
\] (13)

where superscript $(F)$ denotes the $x|x^T$ portion of the stats, and

\[
\mu_g = \frac{\tilde{\mu}_g^F - \tilde{\mu}_g^L + D_g \mu_g^0}{\tilde{\Sigma}_g - \tilde{\pi}_g^d + D_g}
\] (14)

with superscript $(L)$ denoting the $x$ portion of the $\tilde{f}$ statistics. Substituting $\mu_g$ from (14) into (13) results in the following quadratic eigenvalue problem

\[
0 = (A_0 + D_g A_1 + D_g^2 A_2) y
\]

\[
A_0 = \tilde{\Sigma}_g - \mu_g \mu_g^T
\]

\[
A_1 = \tilde{\pi}_g (\tilde{\Sigma}_g^0 + \mu_g \mu_g^T) - \mu_g \mu_g^T - \mu_g \mu_g^T + \tilde{\Sigma}_g
\]

\[
A_2 = \Sigma_0
\]

\[
\tilde{\pi}_g = \tilde{\pi}_g^d
\]

\[
\tilde{\mu}_g = \tilde{\mu}_g^F - \tilde{\mu}_g^L
\]

\[
\tilde{\Sigma}_g = \tilde{\Sigma}_g^F - \tilde{\Sigma}_g^L
\]

The largest positive real $D_g$ for which there exists a $y$ solving the quadratic eigenvalue problem is the desired $D_g$.

3.2. Handling Priors

Considering Gaussian priors to be part of the model parameters to be estimated discriminatively leads to adding a $(\tilde{\pi}_g - \tilde{\pi}_g^0 + D_g) \log \tilde{\pi}_g$ term to the MMI auxiliary function of (11). An alternative prior update that has been reported to result in larger objective function increase [2] is obtained by maximizing

\[
\sum_{\pi \in M(\theta)} \tilde{\pi}_g \log \tilde{\pi}_g - \tilde{\pi}_g^d \pi_g
\] (15)

subject to the constraint $\sum_{\pi \in M(\theta)} \tilde{\pi}_g = 1$. In this paper we experiment with both these methods, as well as with updating the priors with the numerator counts $\tilde{\pi}_g$.

4. Error Weighted Training

Our second training approach is motivated by the idea of paying specific attention to the training cases where the current model is making a mistake. This is the basic idea behind a number of training procedures such as boosting [9] and error corrective training [10].

We follow a simple approach whereby we first determine the training sentences that are in error under the current model. We then gather the statistics mentioned in (4) on these sentences, say $\tilde{T}_g^n, \tilde{\pi}_g^n$, in addition to the statistics on all the sentences, $\tilde{T}_g, \tilde{\pi}_g$. These two sets are combined to create new stats as

\[
\tilde{T}_g^n = \tilde{T}_g + \alpha \tilde{T}_g^n
\]

\[
\tilde{\pi}_g^n = \tilde{\pi}_g + \alpha \tilde{\pi}_g^n
\] (16)

The SPAM model parameter estimation is then carried out according to the description of Section 2.

Our error-weighted procedure described above has the advantage that it is exceedingly simple to implement. On the other hand, it is expected to work best when the training sentence error rate is already fairly small. We view it as a “cheap” version of boosting, which would provide a more complex hierarchical structure for the weight of error data.

5. Experimental Results

All experiments reported in this paper were conducted on a testset containing digit strings of constrained length (seven and ten). These strings were recorded in a car under three conditions: idling, moving at about 30 miles per hour, and moving at about 60 miles per hour. There are altogether 10298 sentences and 71084 words in the test set.

The acoustic feature vectors were obtained by first computing 13 Mel-cepstral coefficients (including energy) for each time slice under a 250 msec. window with a 15 msec. shift. Nine such vectors were concatenated and projected to a 52 dimensional space using LDA. The acoustic models were built on these features with a digit specific phone set containing 37 phones. Each phone was modeled with a three state left to right HMM. This, in addition to six silence states results in 117 context independent states. Each digit phone state was modeled with a mixture of 15 Gaussians, and each silence state was modeled with a mixture of 100 Gaussians.

The training data set contains about 462K sentences which are a mix of digit and non-digit word strings. The digit specific subset was collected in a car under the three conditions described above; however the majority of the digit data is under the idling condition. This digit specific subset has 66608 sentences.

The seed for our baseline SPAM model (D=13, L=13 in (3)) was built using the procedure specified in [11], using full covariance statistics collected on all of the training data. This model had a word/sentence error rate of 2.14/12.64. Maximum likelihood training of this model was carried out using the procedure described in [11] on the digit portion of the training data. The resulting model had a word/sentence error rates of 1.78/10.41; this was used as the baseline model for all the discriminative training experiments described in this paper.

5.1. Error-Weighted Training

A digit training data decode with the baseline SPAM model resulted in a word/sentence error rate of 36/10.19. The 10.19%
sentences with errors were then used to collect statistics, in addition to statistics collected over the entire training data, to carry out error-weighted training.

The error rate performance of this training method is presented in Table 1. We note that there is a striking reduction in the error rate, even when optimizing just the un-tied parameters, with increasing weight on the statistics gathered from the sentences decoded incorrectly. Optimization of tied parameters in conjunction with un-tied parameters reduces the error rates further, resulting in the largest sentence error rate improvement of about 22% relative over the baseline.

<table>
<thead>
<tr>
<th>baseline word/sentence error rate</th>
<th>1.78/10.41</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimized parameters</td>
<td></td>
</tr>
<tr>
<td>wer</td>
<td>1.79</td>
</tr>
<tr>
<td>ser</td>
<td>10.46</td>
</tr>
<tr>
<td>all</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>10.40</td>
</tr>
<tr>
<td>$\alpha$ values</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>64</td>
<td>128</td>
</tr>
<tr>
<td>256</td>
<td>1024</td>
</tr>
</tbody>
</table>

Table 1: Error weighted training with different values of $\alpha$

5.2. MMI Estimation

<table>
<thead>
<tr>
<th>baseline word/sentence error rate</th>
<th>1.78/10.41</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimized parameters</td>
<td></td>
</tr>
<tr>
<td>wer</td>
<td>1.69</td>
</tr>
<tr>
<td>ser</td>
<td>10.0</td>
</tr>
<tr>
<td>all</td>
<td>1.68</td>
</tr>
<tr>
<td></td>
<td>9.97</td>
</tr>
<tr>
<td>$C_1$ values, $C_2 = 2.0$</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>0.25</td>
<td>0.05</td>
</tr>
<tr>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>un-tied</td>
<td></td>
</tr>
<tr>
<td>wer</td>
<td>1.60</td>
</tr>
<tr>
<td>ser</td>
<td>9.68</td>
</tr>
<tr>
<td>all</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>9.58</td>
</tr>
<tr>
<td>$C_2$ values, $C_1 = 0.05$</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>1.1</td>
<td>1.05</td>
</tr>
<tr>
<td>1.01</td>
<td>1.005</td>
</tr>
<tr>
<td>un-tied</td>
<td></td>
</tr>
<tr>
<td>wer</td>
<td>1.39</td>
</tr>
<tr>
<td>ser</td>
<td>8.41</td>
</tr>
<tr>
<td>all</td>
<td>1.39</td>
</tr>
<tr>
<td></td>
<td>8.41</td>
</tr>
</tbody>
</table>

Table 2: MMI with different $C_1$ and $C_2$ values

The MMI numerator statistics ($\tilde{f}_n$, $\tilde{\sigma}_n$) and denominator statistics ($\tilde{f}_n^2$, $\tilde{\sigma}_n^2$) were collected under an acoustic scaling [2] of 1.0. These statistics were combined to form the auxiliary function of (11) with a $D_2$ value selected according to (12). The three different prior update methods discussed in Section 3.2 were within 0.5% relative of each other, hence the third method (updating priors based on $\tilde{\sigma}_n$) was used in all the experiments described in the following.

The values of constants $C_1$ and $C_2$ in (12) were searched over sequentially, starting from their recommended values of 1.0 and 2.0, respectively [2]. We first found the optimal value of $C_1$ keeping $C_2$ fixed at 2.0, and then $C_2$ was searched over with $C_1$ fixed at this optimal value. These results are presented in Table 2.

We note that the optimal MMI performance of 1.36/8.25% is only marginally better than the optimal error-weighted performance of 1.38/8.44%.

5.3. Combination of Error-Weighted Training and MMIE

Comparing the error rate performance of un-tied parameter estimation under the two discriminative criteria (Tables 1 and 2), it appears that MMIE is significantly better than error-weighted training at estimating these parameters. However when both tied and un-tied parameters are estimated the error-weighted training is quite close in performance to MMIE, suggesting that error-weighted training may be better at estimating the tied model parameters. To confirm this hypothesis, we combined the two estimation procedures by taking the tied model from error-weighted training ($\alpha = 1024$) and updated the un-tied parameters using MMIE. This resulted in our best model with a word/sentence error rate of 1.27/8.13% which is a word error rate improvement of over 28% relative over the baseline.
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