Auditory principles in speech processing – do computers need silicon ears?
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Abstract
A brief review is given about speech processing techniques that are based on auditory models with an emphasis on applications of the “Oldenburg perception model”, i.e., objective assessment of subjective sound quality for speech and audio codecs, automatic speech recognition, SNR estimation, and hearing aids.

1. Introduction
The human auditory system has solved a number of problems that speech communication engineers are still struggling with, such as: localizing sound sources and suppressing reverberation in an arbitrary environment, judging the quality of lossy speech and audio transmission channels without knowing the source signal and recognizing speech under adverse acoustical conditions. It thus seems advisable to exploit auditory processing principles known from models of hearing and to implement them into speech processing applications.

This contribution focuses on the most relevant auditory processing principles and reviews their application to speech quality prediction, noise reduction for hearing instruments, and robust automatic speech recognition. To characterize the “effective” signal processing performed by our ear, a functional model is employed which was originally designed to predict a variety of psychoacoustical effects. Its application, e.g., as a front end for robust speech recognition or as a tool for audio and speech coding quality assessment is introduced and discussed. By following the ear’s construction principles, the performance and robustness of speech communication systems can considerably be enhanced.

2. Models of the “effective” signal processing in the auditory system
Rather than analyzing each aspect of neural signal processing in the auditory system with sophisticated models of neural assemblies, models of the “effective” signal processing in the auditory system concentrate on the overall performance of the auditory system. Hence, the transformation of the acoustic input signal into its “internal representation” can be described using linear or nonlinear signal processing elements that are motivated by physiological and psychoacoustical data. Several models of this kind have been proposed in the literature (i.e. Munich loudness model [25], Boston model [2], Cambridge model [19]). In the following we concentrate on the “Oldenburg perception model” [3], [4] which puts a special emphasis on amplitude modulation processing and the modulation filterbank concept, i.e. the analysis of modulation frequencies for the envelope within each critical band [14]. The internal representation computed by the model is supposed to be used by our cognitive system (modeled by an “optimal detector”) to detect the appropriate stimulus. A sketch of such an auditory model is given in Fig. 1.

The action of the cochlea, i.e. the separation of different frequencies in a series of “critical band” filters is represented by a bank of bandpass filters. The inner and outer hair cells perform an envelope extraction. It is followed by dynamic compression, i.e. an amplification at low levels and less amplification or even attenuation at high levels. Parts of this dynamic compression is performed by the outer hair cells in a very fast way, but also by subsequent stages of the auditory system contribute with larger time constants. Subsequently, the information from both ears is combined by performing a binaural comparison between both sides. The accuracy of the whole processing is limited by imperfections of the neural representation of the stimuli. This is modeled by the addition of “internal noise” before the complete pattern (from both monaural systems

Fig. 1 Schematic block diagram of the “Oldenburg model of “effective” auditory signal processing proposed by Dau et al. (1997) and further refined in subsequent publications (see text).
and from the binaural stage) reaches the central pattern recognizer which is modeled as an “optimal” detector. The model has been validated by its ability to predict a wide range of psychoacoustical and speech perception tasks both by normal and hearing-impaired listeners [3],[4].

Application of the model

The knowledge about the processing principles in audition can be directly applied to technical systems that deal primarily with speech processing, i.e., automatic speech recognition, noise suppression, and digital hearing aids. Fig. 2 gives a schematic view how this can be achieved for several applications. The most widely accepted application of auditory models is speech coding and speech synthesis (first introduced by Schroeder & Atal, c.f. [20]) and audio coding [1] where a comparatively simple auditory model is used to assess the perceivable difference between the original signal and the coded/decoded signal. Hence, the codec is constructed to produce a minimum difference at the output of the auditory model.

A similar setup with an auditory model (especially the “Oldenburg Perception model”) has successfully been used to objectively predict the subjective quality of nonlinearly distorted speech (such as mobile phone communication, [5]), the subjective quality of hearing aid processing schemes [15],[16], and the ability of audio codecs to preserve the acoustical quality of music [10]. The respective quality measure is derived by comparing the representation of the original acoustical signal with the one of the nonlinearly processed signal at the output of the auditory model rather than using features of the acoustical signals themselves.

Furthermore, auditory processing principles such as the modulation filterbank concept have been shown to be advantageous in (monaural) noise reduction techniques, i.e., by directly estimating the respective speech-to-noise from the amplitude modulations spectrogram [13], [22], and subsequently using this estimate to reduce noise [23]. Similarly, principles of binaural processing (i.e., comparison between left and right ear) have been shown to be advantageous in (binaural) noise reduction techniques for “difficult” acoustical situations when two signal channels are available (such as, e.g. bilateral hearing aids or stereo recordings) [24],[18]. The importance of basic auditory-model based signal processing led to a cooperation with the Computer Science faculty with the aim to implement the Oldenburg Perception model in hardware in a power-saving way (“Silicon Ear”).

In addition, the “Oldenburg Perception model” has successfully been used as a front end for an automatic speech recognizer to enhance speech recognition under noisy conditions [22], [11]: The auditory-model-based “internal representation” of (noisy) speech signals at the output of the model is used as the input pattern to a speech recognizer, i.e., a pattern recognizer using for example a neural network classifier.

The main reason for this approach is that the technical representation of speech currently used in the computer is not appropriate even for simple speech recognition tasks that are performed quite easily by our brains. The idea therefore is to use in the computer the same representation of acoustical signals and speech as in our brain. Similar arguments have already led to successful concepts to improve the robustness of speech recognizers for real-life recordings, such as RASTA processing [7],[6]. Even more features of state-of-the-art speech recognizers can also be found in the auditory system, such as, e.g., the logarithmic representation of frequencies similar to the Bark or Mel scale, and logarithmic compression and online normalization similar to loudness perception. These features have originally been introduced for technical reasons and not necessarily to copy the human ear by a machine speech recognizer.
To demonstrate the advantage of an auditory-model driven approach in our case, an auditory front end in combination with the control front end (mel-scale cepstral coefficients, MFCC) as a function of signal-to-noise ratio in dB (From [21]).

Candidates for these “prime auditory processing features” are: the extraordinary good and robust performance of the human auditory system in acoustically “difficult” situations. Extraordinary insight into our ears will therefore necessitate new speech processing algorithms.

The fourth application of auditory models depicted in Fig. 2 are “intelligent” digital hearing aids: The idea is to compare the output of the model for a normal listener with the output for a hearing impaired listener and to derive those modifications that should be introduced in order for the hearing-impaired listener to perceive approximately the same auditory image as the normal listener does. A more systematic treatment of this “model-based hearing aid” is given by [9].

3. Conclusion: Which auditory features are necessary?

Even though a copy of the “effective” signal processing in the auditory system appears to be advantageous for a number of speech processing applications (as outlined above), this still does not mean that each aspect of the auditory system should be integrated into futural speech processing systems. Rather, it appears that certain features of auditory processing should be adopted in technical systems that are most relevant for the extraordinary good and robust performance of the human auditory system in acoustically “difficult” situations. Candidates for these “prime auditory processing features” are:

- constant relative bandwidth (i.e., self-similar) filterbank design: Similar to third-octave filterbanks that are common in acoustic analysis, auditory – processing based filterbanks show a constant relative bandwidth at high frequencies and a more or less constant absolute bandwidth at low frequencies (as reflected by the Bark- or the mel-scale or the more recent ERB-scale [17]). An implementation for an auditory filterbank well-suited for practical purposes has been provided by [8].
- Adaptive dynamic compression: For steady-state signals the (quasi-) logarithmic compression of acoustic signal energy in the auditory system is already represented by a logarithmic transform in many technical systems. However, a time-dependent adaptation mechanism performs an adaptive, time-variant compression in the auditory system which leads to pre- and postmasking effects and has been represented in the “Oldenburg perception model” by a series of nonlinear adaptation loops. In technical system, such an adaptive compression can be approximated by a modulation bandpass filter (as used in RASTA processing [7] or by appropriate online normalization schemes.
- Modulation spectrogram: Spectral decomposition of amplitude modulations in each frequency band is employed by our auditory system as an elegant way to encode the temporal (envelope) characteristics of a stimulus into a “spatial” feature. Moreover, the synchrony of amplitude modulations in different frequency band is used by the auditory system to “bind” together the spectrally separated components of an acoustical object. In technical system, the benefit of using the amplitude modulation spectrogram as an input to a pattern recognizer for automatically recognizing acoustical objects or scenes has still to be demonstrated in a broader range of applications than covered in this contribution.
- Second order time-frequency patterns: Recent investigations [12] indicate that using specific spectro-temporal prototype patterns (such as Gabor functions) provide more robustness for automatic speech recognizers. Interestingly, such patterns seem to be correlated to perceptual “elementary units” or second-order features used by the auditory system.
- Binaural noise reduction: Our head appears to utilize the simultaneous acoustic inputs to both ears like an optimal two-sensor-adaptive beamformer that can cancel out one spatial direction per unit of time. While little is still known how the brain actually steers this beamformer, some technical systems have already devised similar mechanisms to perform a noise reduction based on stereo input signals (“Cocktail party processing”) [18],[24].

In conclusion, even though the good performance of auditory-model based speech processing approaches would suggest that computers need “silicon ears”, it still may be sufficient to implement only the most relevant aspects of the “effective” auditory signal processing in technical systems in order to obtain improved performance in speech processing. New insights into our ears will therefore necessitate new speech processing algorithms.
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