Abstract

Within the framework of speaker-adaptation, a technique based on tree structure and the maximum a posteriori criterion was proposed (SMAP). In SMAP, the parameters estimation, at each node in the tree is based on the assumption that the mismatch between the training and adaptation data is a Gaussian PDF which parameters are estimated by using the Maximum Likelihood criterion. To avoid poor transformation parameters estimation accuracy due to an insufficiency of adaptation data in a node, we propose a new technique based on the maximum a posteriori approach and PDF Gaussians Merging. The basic idea behind this new technique is to estimate an affine transformations which bring the training acoustic models as close as possible to the test acoustic models rather than transformation maximizing the likelihood of the adaptation data. In this manner, even with very small amount of adaptation data, the parameters transformations are accurately estimated for means and variances. This adaptation strategy has shown a significant performance improvement in a large vocabulary speech recognition task, alone and combined with the MLLR adaptation.

1. Introduction

Due to complex inter-speaker variabilities, the performance of speaker-independent (SI) large vocabulary continuous speech recognition systems still lags behind that of speaker-dependent (SD) systems. Speaker-independent systems are typically constructed using speech samples collected from an as large as possible population of speakers [1]. Nevertheless, in the speaker-dependent case, the large amount of required training data for each test speaker reduces the utility and portability of such systems.

Speaker adaptation techniques transform the SI acoustic models to obtain near speaker-dependent performance using relatively a small amount of test-speaker specific data [1, 2, 3, 4, 5, 6]. The main difficulty in speaker adaptation techniques is to adapt a large number of parameters with only a relative small amount of data. The MAP adaptation approach allows accurate estimation of HMM parameters for which enough adaptation data is available [7], and the unseen parameters are still unchanged. In this manner, the MAP approach leads to too much local adaptation. Hence the MAP approach can’t be effective with relative small amount of adaptation data especially in unsupervised mode.

In order to reduce this problem, Shinoda and Lee proposed a structural maximum a posteriori (SMAP) approach [8], in which a hierarchical structure (tree) in the parameter space is assumed. The parameters transformation for each node in the tree are estimated by using the MAP approach in which the a priori parameters are given by the parent node. The resulting transformation parameter, corresponding to each HMM parameter, is a combination of the transformation parameters at all higher levels. The weights in this combination depend on the amount of adaptation data at each node and on a fixed parameter.

In SMAP, the parameters estimation at each node in the tree is based on the assumption that the mismatch between the training and adaptation data is a Gaussian PDF. The mean and the variance of this Gaussian mismatch PDF are estimated directly from the adaptation data by using the Maximum Likelihood criterion. In this manner, the estimation accuracy of the transformation parameters depends on the amount of the adaptation data. To avoid poor transformation parameters estimation accuracy due to an insufficiency of adaptation data we propose a new technique based on maximum a posteriori approach [7] and PDF Gaussian Merging. The basic idea behind this new technique is to estimate transformations which make the training acoustic models as close as possible to the test acoustic models rather than transformation maximizing the likelihood of the adaptation data. The test acoustic models are estimated using the MAP approach [7]. In this manner, even with very small amount of adaptation data, the parameters transformations are accurately estimated.

In this paper, like in SMAP [8], we assume that the models parameters are organized in tree containing all the Gaussian distributions. Each node in that tree represents a cluster of Gaussians. All the Gaussian distributions of a given cluster/node share a simple common affine transformation (diagonal matrix plus offset) compensating the mismatch between training and test conditions.
To estimate this affine transformation, we propose a new technique based on Gaussian distributions merging and the standard MAP adaptation. This new technique is very fast and allows a good adaptation for both means and variances even with small amount of adaptation data in an unsupervised mode. At each node, the transformation is obtained by combining three kinds of information: the adaptation data, the parameters transformation at the parent node and the parent node adapted parameters.

Section 2 presents the whole adaptation process proposed in this work: the adaptation process in a given node in the tree, the combination of the mismatch information at different tree layers, the merging procedure, and the tree construction. Section 3 shows results for several recognition experiments in a large vocabulary task framework. The last section (4) is dedicated to some conclusions, comments and perspectives concerning our new acoustic model adaptation technique.

2. Adaptation Process

In this work, we address the problem of parameters adaptation in continuous-density HMM (CDHMM) based speech recognizers. Here we focus on the adaptation of the CDHMM Gaussian distributions. The first step in the adaptation process is to build a classification tree structure representing the set of Gaussian distributions. Each node in the tree represents a subset of Gaussians and the root node represents the whole set. Let $\nu$ denote one node in the classification tree, and $G_\nu = \{g_m, m = 1 \ldots M_\nu\}$ be the subset of Gaussian distributions associated to the node $\nu$: $g_m = N(\mu_m, \Sigma_m)$. In the following paragraphs, we describe the adaptation process for a node $\nu$, and show the strategy for combining information at different layers.

2.1. Adaptation Process in a node

The goal of this work is to estimate for each node $\nu$ an affine transformation $T_\nu$ (diagonal matrix plus offset) shared by all Gaussian distributions in the subset $G_\nu$. This affine transformation is then applied to only the distributions belonging to $G_\nu$. Let $X = \{x_1, x_2, \ldots, x_T\}$ denote a given set of $T$ observation vectors for parameters adaptation. Let $g_{m_\nu} = N(\mu_{m_\nu}, \Sigma_{m_\nu})$ be the Gaussian obtained by adapting the Gaussian $g_m = N(\mu_m, \Sigma_m)$ using the standard MAP adaptation:

$$\hat{\mu}_{m_\nu} = \frac{a_{m_\nu} + \tau_{m_\nu} \mu_m}{b_{m_\nu} + \tau_{m_\nu}}$$

$$\hat{\Sigma}_{m_\nu} = \frac{c_{m_\nu} + \tau_{m_\nu}(\Sigma_m + \mu_m \mu_m^T)}{b_{m_\nu} + \tau_{m_\nu}} - \hat{\mu}_{m_\nu} \hat{\mu}_{m_\nu}^T$$

where, $a_{m_\nu} = \sum_t \gamma_{m_\nu, t} x_t$, $b_{m_\nu} = \sum_t \gamma_{m_\nu, t}$, $c_{m_\nu} = \sum_t \gamma_{m_\nu, t} x_t^2$, and $\gamma_{m_\nu, t}$ is the a posteriori probability of the Gaussian $g_m$ at time $t$, conditioned on all acoustic observations $x_{t=1\ldots T}$. This probability is obtained by using the speech recognizer based on the original acoustic models. The parameter $\tau_{m_\nu}$ is usually chosen to be constant.

Let $G_\nu$ be the subset of MAP adapted Gaussians in the node $\nu$: $G_\nu = \{g_m, m_\nu = 1 \ldots M_\nu\}$. Let $g_0 = N(\mu_0, \Sigma_0)$ and $g_\nu = N(\mu_\nu, \Sigma_\nu)$ be the two Gaussians obtained by merging into one all Gaussians in $G_\nu$ and $G_\nu$ respectively (see section 2.2). The affine transformation $T_\nu$ is then estimated as the one which matches the Gaussian $g_0$ to the Gaussian $g_\nu$. Each Gaussian $g_{m_\nu} = N(\mu_{m_\nu}, \Sigma_{m_\nu})$ is then adapted as follows,

$$\mu'_{m_\nu} = \frac{\sum_g^i \Sigma_g^{-1} \Sigma_g}{\sum_g^i \Sigma_g} \left( \mu_{m_\nu} - \mu_\nu \right) + \mu_\nu$$

$$\Sigma'_{m_\nu} = \frac{\sum_g^i \Sigma_g^{-1} \Sigma_{m_\nu}}{\sum_g^i \Sigma_g^{-1}}$$

Where $\mu'_{m_\nu}$ and $\Sigma'_{m_\nu}$ are the adapted parameters of $\mu_{m_\nu}$ and $\Sigma_{m_\nu}$ respectively.

This adaptation procedure can be performed iteratively. We have shown experimentally that the likelihood of adaptation data increases at each iteration.

2.2. Merging Process

The merging process is based on the merging of pairs of Gaussian distributions until we obtain a single Gaussian. In this work the merging of two Gaussians uses the minimum loss likelihood criterion. Let $G = \{g_1, g_2, \ldots, g_n\}$ denote a set of Gaussians to be merged into one representing the set $G$. Firstly, we choose two Gaussians $g_i = N(\mu_i, \Sigma_i)$ and $g_j = N(\mu_j, \Sigma_j)$ in $G$. Let $c_i$ and $c_j$ denote their associated counts. The Gaussian $g = N(\mu, \Sigma)$ obtained by merging $g_i$ and $g_j$ is given by the classic formula:

$$\mu = \frac{c_i \mu_i + c_j \mu_j}{c_i + c_j}$$

$$\Sigma = \frac{c_i \Sigma_i + c_j \Sigma_j + \frac{c_i c_j}{c_i + c_j} (\mu_i - \mu_j)(\mu_i - \mu_j)^T}{c_i + c_j}$$

The count $c$ associated with the new Gaussian $g$ is the sum of the two counts $c_i$ and $c_j$ associated with the two Gaussians $g_i$ and $g_j$. The two Gaussians $g_i$ and $g_j$ in $G$ are then replaced by the Gaussian $g$. We repeat this merging procedure until we obtain one Gaussian representing the set $G$. The initial count $c_m$ associated to a Gaussian $g_m$ is the sum over all observation vectors of the a posteriori probabilities: $c_m = \sum_t \gamma_{m, t}$.

2.3. Adaptation Using Hierarchical Priors

In section 2.1, we have treated the problem of estimating an affine transformation $T_\nu$ associated to the node $\nu$. The estimation of $T_\nu$ was based only on the Gaussians belonging to this node and their associated observation vectors. To estimate the transformation $T_\nu$ by using all Gaussians in the CDHMM and their associated observation vectors we use the adaptation with hierarchical priors.
Let $p(\nu)$ denote the parent node of $\nu$. Let $g_{\nu}$ and $g_{p(\nu)}$ be the two Gaussians obtained by merging into one all the Gaussians in $G_{\nu}$ and $G_{p(\nu)}$ respectively (the original Gaussians in the node $\nu$ and $p(\nu)$). In the manner, let $\tilde{g}_{\nu}$ and $\tilde{g}_{p(\nu)}$ denote the Gaussians obtained by merging into one all the Gaussians in $\tilde{G}_{\nu}$ and $\tilde{G}_{p(\nu)}$ respectively (the MAP adapted Gaussians in the node $\nu$ and $p(\nu)$) (see section 2.1).

On one hand we merge the Gaussians $g_{\nu}$ and $g_{p(\nu)}$ to obtain one Gaussian $\tilde{g}_{\nu}^{(\nu)} = N(\mu_{\nu}^{(\nu)}, \Sigma_{\nu}^{(\nu)})$, and on the other hand we merge the Gaussians $\tilde{g}_{\nu}$ and $\tilde{g}_{p(\nu)}$ to obtain one Gaussian $\tilde{g}_{p(\nu)}^{p(\nu)} = N(\tilde{\mu}_{\nu}^{p(\nu)}, \tilde{\Sigma}_{\nu}^{p(\nu)})$. In this merging process the count associated to the Gaussians in the parent node $p(\nu)$ is a fixed parameter, and the count associated to the Gaussians in the node $\nu$ is the sum of the counts associated to all Gaussians in that node ($\sum c_{m,v} = \sum \sum \gamma_{m,v,t}$). The affine transformation $T_{\nu}$ is then estimated as the one which matches the Gaussian $\tilde{g}_{\nu}^{(\nu)}$ to the Gaussian $\tilde{g}_{p(\nu)}^{p(\nu)}$. Each Gaussian $g_{\nu} = N(\mu_{\nu}, \Sigma_{\nu})$ is then adapted as follows,

$$\mu'_{m,v} = (\Sigma_{\nu}^{p(\nu)})^{-\frac{1}{2}} ((\Sigma_{\nu}^{p(\nu)})^{-\frac{1}{2}} (\mu_{m,v} - \mu_{\nu}^{(\nu)}) + \tilde{\mu}_{\nu}^{p(\nu)})$$

$$\Sigma'_{m,v} = (\Sigma_{\nu}^{p(\nu)})((\Sigma_{\nu}^{p(\nu)})^{-1} \Sigma_{\nu})$$

Where $\mu'_{m,v}$ and $\Sigma'_{m,v}$ are the adapted parameters of $\mu_{m,v}$ and $\Sigma_{m,v}$ respectively. These adaptation formula are then used instead of equations 1 and 2. In this manner the resulting transformation parameter, corresponding to each parameter, is a combination of mismatch information at all levels. In this combination the weight for each level changes autonomously according to the amount of adaptation data.

2.4. Construction of the tree structure

The use of the tree structure has been largely studied in the contextual acoustic units estimation framework [9]. In this work we have used a binary tree. We assumed that all Gaussians in a state of the CDHMM belong to the same class and the tree leaves represent the CDHMM states. Each node in the tree is a collection of states which are collections of Gaussians. For classification, each state is represented by one Gaussian obtained by merging all Gaussians in that state. Hence, we construct a state classification tree using the loss likelihood minimization criterion for clustering. We used the up to down strategy as classification tree algorithm. Our classification tree algorithm is not optimal because, at each node with $n$ states, we don’t explore the $2^{n-1}$ two-cluster splits possible. Instead, we use an iterative procedure like k-means clustering with two centers.

3. Experimental Results

In this section, we present the results of several speech recognition experiments. These experiments were conducted using SPEERAL [12], a large vocabulary speech recognition system, developed at the LIA. The lexicon size is about 20k words with 3.6% out-of-vocabulary words. This system uses a trigram language model. The baseline system is gender dependent with 3-state left-to-right context-dependent unit acoustic models. Each state is a mixture of 64 Gaussians. The speech signal is parameterized using 39 coefficients: 12-mel warped cepstral coefficients plus energy and their first and second order derivative parameters. The cepstral mean removal and the normalization of the variance have been performed sentence by sentence.

To estimate the acoustic models we have used a training data extracted from Bref [10], with 120 male and female speakers. These acoustic models are then adapted by using the MAP algorithm with the data from 54 males to create speaker-independent male models, and with the data from 66 females to create speaker-independent female models. These gender-dependent acoustic models are used as initial models for adaptation. A diagonal matrix covariance was used for each mixture Gaussian component. The test data comes from ARC B1 of AUPELF, with 20 speakers and 299 sentences [11].

In these experiments, we used two binary trees with six layers: one for the male acoustic models and the other for the female acoustic models. These classification trees are built once before the adaptation process. In the experiments, both mean vectors and covariances were adapted. All adaptation procedures were performed speaker per speaker in unsupervised mode.

We will call the proposed technique SMAPGM (Structural Adaptation using MAP and Gaussians Merging technique). In Table 1 we can see that the SMAPGM technique gives an average relative gain about 16% with respect to the baseline system. It should be noted that part of the improvements of MLLR and SMAPGM can be cumulated. In fact, by performing SMAPGM after MLLR the relative cumulated gain is about 18% with respect to the baseline system and by performing MLLR after SMAPGM the relative cumulated gain is about 19.5%. In these experiments, we have noted that the effect of the proposed method is more significant for speakers with higher word error rates.
<table>
<thead>
<tr>
<th>Adaptation techniques</th>
<th>Male</th>
<th>Female</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>18.0</td>
<td>17.7</td>
<td>17.8</td>
</tr>
<tr>
<td>SMAPGM</td>
<td>16.6</td>
<td>17.4</td>
<td>17.0</td>
</tr>
<tr>
<td>MLLR+SMAPGM</td>
<td>17.1</td>
<td>17.5</td>
<td>17.3</td>
</tr>
</tbody>
</table>

Table 1: Word Error Rate (%) for gender-dependent speech recognizer with different speaker adaptation techniques. SMAPGM designates the proposed technique: structural adaptation using MAP and Gaussians Merging technique.

We have performed the same experiments with a better lexicon and language model. The baseline word error rate becomes 19%. After SMAPGM adaptation, the word error rate was 16.3% (a relative gain of 14% with respect to the baseline system, instead of 16% with the first system). When SMAPGM is performed after MLLR, the word error rate comes down to 15.9% (a relative gain of 16% with respect of baseline system, instead of 19.5% with the first system). The relative gain obtained by using SMAPGM seems to be larger for the baseline system with higher word error rate. In order to compare SMAPGM with SMAP [8], we realized experiments under the same conditions (with the same tree with six layers). The SMAP adaptation leads to a word error rate of 17.3% (a relative gain of 9%, instead of 14% for SMAPGM adaptation, see Table 2).

<table>
<thead>
<tr>
<th>Adaptation techniques</th>
<th>Word Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
</tr>
<tr>
<td>Base</td>
<td>19.0</td>
</tr>
<tr>
<td>SMAPGM</td>
<td>16.3</td>
</tr>
<tr>
<td>SMAP</td>
<td>17.3</td>
</tr>
</tbody>
</table>

Table 2: Word Error Rate (%) and relative gain in regard of baseline system for gender-dependent speech recognizer with SMAP and SMAPGM adaptations.

4. Conclusion

We have presented a new unsupervised acoustic model adaptation technique based on MAP adaptation and merging Gaussian distributions. Its effectiveness was confirmed by experiments in a large vocabulary speech recognition task: a relative gain of 16% with regard to the baseline system was obtained. The conjunction of the proposed method with MLLR leads to a relative gain of 19.5%. We have also shown that the proposed approach allows better performances than SMAP technique.

Several problems remain to be investigated. First, the depth of the classification tree used for adaptation, which can be estimated depending on the amount of adaptation data (depth was fixed in the experiments presented in this paper). Second, the combination weights used to combine mismatch information between a given node and its parent. Third, the fixed combination parameter used for MAP adaptation in a given node. At last, making a tree structure that well represents the embedded structure in the acoustic space should be further studied.
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