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Abstract
Significant progress has taken place in 'Spoken Language Output' (SLO) R&D, yet there is still some way to go before it becomes a ubiquitous and widely deployed technology. This paper reviews the challenges facing SLO, using 'Technology Roadmapping' (TRM) to identify market drivers and future product concepts. It concludes with a summary of the behaviours that will be required in future SLO systems.

1. Introduction
The past twenty or so years have witnessed considerable progress in both the science and technology of ‘spoken language output’ (SLO) [1-6]. Advances in areas such as linguistic text analysis, natural language generation, prosodic modelling and digital speech signal processing, coupled with the immense growth in available computational resources, have lead to the successful commercialisation of a range of high-quality text-to-speech (TTS) systems. As in the field of automatic speech recognition (ASR), TTS has benefited from the introduction of a ‘data-driven paradigm’ in which corpora of annotated speech recordings are used to estimate the parameters of the underpinning model(s) and, in the majority of contemporary systems, to provide an inventory of acoustic segments from which selected units are concatenated together to produce the output speech.

However, whilst current systems are impressive in comparison to their earlier counterparts, the limited number of available voices and accents, and their general lack of ‘expressiveness’ [7], means that there is still some way to go before SLO becomes a truly ubiquitous and widely deployed technology. As Henton [8] put it recently:

“The undeniable efficiency gains of TTS need to be balanced against consumer perceptions of voice quality.” [10]

Clearly, almost all aspects SLO would seem to be in need of further research, and thus there is interest in agreeing a technical timetable or ‘roadmap’ of the necessary developments. This issue has been taken up by the ‘European Network of Human Language Technologies’ (ELSNET) and, since 2000, they have been conducting a roadmapping exercise across the range of ‘Human Language Technologies’ (HLT) [11-13]. This paper is an attempt to contribute to the debate – starting with a short introduction into how technology roadmap is performed in a more formal context.

2. Technology Roadmapping
Technology Roadmapping - ‘TRM’ - was pioneered by Motorola in the 1980s [14] and is defined as a “needs driven technology planning process”. The main principle is that a technical roadmap should be based on ‘market pull’ rather than ‘technology push’. In other words, TRM is not primarily concerned with “where can I go from here?” but with “where do I want to get to, and what’s the best way of getting there?”

Figure 1: Typical output from a TRM exercise.

The formal TRM process starts with the identification of relevant market drivers and market opportunities, followed by the product feature concepts that could satisfy them. Consideration would then be given to the technical solutions that would be required to realise the new products, and then

1 Interestingly, this parallels the conclusions reached by Moore [9] in analysing the amount of data needed for an ASR system to approach the performance of a human listener.

2 Readers with a knowledge of ASR will immediately appreciate the analogy with ‘dynamic programming’ (DP) search and hence the significance of the TRM approach in a complex planning task.
milestones, resources and tasks would be planned and quantified. The process is facilitated by the creation of two analysis grids – one relating market drivers to product features, and the other relating product features to technical solutions (see Fig. 2).

![Figure 2: Analysis grids used in a TRM process.](image)

An important aspect of the start of the TRM process is consideration of the ‘performance dimensions’ that drive product development. Product performance is a fundamental factor that can be used to link the market drivers to technological capability. A product’s ‘performance envelope’ is dictated by a trade-off between market pull (requirements) and technology push (capabilities). This is entirely analogous to the concept of ‘capability/requirement profile’ developed by Moore [15] in the early 1990s to characterise the performance of speech technology systems.

The next three sections illustrate (albeit in a necessarily superficial way) the consequences of applying the TRM process to obtain an insight into the future of SLO and SLO systems.

3. Future market drivers

Some indication of the market drivers that are anticipated in the near future can be gained from the European Commission’s recent call for the 6th Framework ‘Information Society Technologies’ (IST) programme [16]. Focused on ‘ambient intelligence’, the call describes a future “in which computers and networks will be integrated into the everyday environment, rendering accessible a multitude of services and applications through easy-to-use human interfaces”.

Other market drivers that may have some bearing on future SLO systems undoubtedly include such things as an increasing penetration of mobile devices into environments that can benefit from hands-free eyes-free operation, legislation banning the use of mobile devices whilst driving, the growth of network-based information services, messaging and edutainment, the demand for ‘personalised’ services, 3G connectivity and, of course, Moore’s law [17].

Indeed the latter, coupled with an anticipated growth in bioengineering, has prompted Kurzweil [18] to speculate on the implications of the fact that a PC will have the computational power of the human brain by 2019, and it will be equivalent to 1000 human brains by 2029. From these particular drivers, he predicts, not just the creation of automated systems with human-like characteristics, but also the replacement of human faculties with automated (prosthetic) processes - see the next section.

4. Advanced product features

As an example of a set of advanced product features derived from the future market drivers identified in the previous section, the EU’s IST work programme calls for multimodal interfaces using robust dialogue that are natural/intuitive, autonomous, adaptive and multilingual, that recognise emotive user reaction and can handle both unconstrained and ill-formed inputs, and provide an intelligent response in unrestricted domains such as wearable interfaces, intelligent rooms, collaborative working tools and cross-cultural communications.

In the research community, new uses of SLO are envisaged in areas such as language learning [19], virtual reality, language teaching, training in reading, linguistic and psycholinguistic experimentation, and historic reconstruction [20]. In the commercial arena, Philips’ [21] speculates on a wide variety of speech-enabled devices ranging from multimedia kiosks, to enhanced jewellery, interactive wallpaper and billboards, magic pens, ‘hear me’ devices and data zones.

However, as indicated in the previous section, perhaps the most adventurous attempts at predicting future technical capabilities has been those by Kurzweil [18]-[22]:

- **early 2000s**: “translating telephones allow two people across the globe to speak to each other even if they do not speak the same language; speech-to-text machines translate speech into a visual display for the deaf; telephones are answered by an intelligent answering machine that converses with the calling party to determine the nature and priority of the call”

- **2009**: “the majority of text is created using continuous speech recognition; ubiquitous language user interfaces; most routine business transactions take place between a human and a virtual personality (including an animated visual presence that looks like a human face); pocket-sized reading machines for the visually impaired; listening machines for the deaf; translating telephones commonly used for many language pairs”

- **2019**: “three-dimensional virtual reality displays, embedded in glasses and contact lenses, as well as auditory ‘lenses’, are used routinely as primary interfaces for communication with other persons, the Web, and virtual reality; most interaction with computing is through gestures and two-way natural-language spoken communication; deaf persons read what other people are saying through their lens displays; the vast majority of transactions include a simulated person; people are beginning to have relationships with automated personalities”

- **2029**: “permanent or removable implants are used to provide input and output between the human user and the world-wide computer network; direct neural pathways have been perfected for high-bandwidth connection to the human brain; a range of neural implants is available to enhance visual and auditory perception and interpretation, memory and reasoning; automated agents are learning on their own; widespread use of all-encompassing visual, auditory and tactile communication using direct neural connections; the majority of communications involving a human is
between a human and a machine; growing discussion on what constitutes being ‘human’

- **2049**: “nanobot swarm projections used to create visual-auditory-tactile projections of people and objects in real reality”

- **2099**: “no longer any clear distinction between humans and computers”

Clearly, regardless of the claimed timelines (and whether one is willing to believe Kurzweil’s interpretation of future events), all of the advanced concepts cited in this section present important and worthwhile technical challenges with respect to our current understanding of SLO and SLO systems.

5. Technical challenges

Many researchers have reviewed the key technical challenges facing SLO, and it is interesting to consider them in the context of the requirements presented above. For example, Keller [7] cites the need for advanced spectral synthesis techniques and improved modelling of style and voice. To support this, he sees the need for systematic research on novel signal generation techniques, more sophisticated phonetic and prosodic models, and work on style, voice, language and dialect.

Dutoit [1] suggests that improvements are needed to the underlying speech models, especially in the handling of coarticulatory phenomena. He also looks forward to research on corpus-based models of speech segments, as opposed to corpus-based instances of segments, and to the establishment of a meaningful relationship between syntax, semantics, pragmatics and prosody. Dutoit also speculate on the introduction of variability (not randomness) with hidden coherence, the need to study speaker and speaking style effects, and the possibility of creating truly multilingual (rather than a collection of monolingual) solutions.

Mobius [23] points out that one of the most serious challenges facing SLO is the systematic treatment of events that are known to have low frequencies of occurrence. He observes that the characteristic of LNRE (large number of rare events) distributions is that the probability of encountering one is high, and that they occur in key SLO processes such as text analysis, syllabification, duration modelling and acoustic unit inventories.

Huckvale [24] recently observed that SLO now has two distinct goals: to understand how humans talk, and to simulate a talking process. For simulation systems, he identifies the need for more natural corpora, higher-level linguistic descriptions, richer phonetic labelling, advances in machine learning, more perceptually-based unit selection, and the introduction of mechanisms for extrapolation and interpolation. For computational models of human talkers, he calls for better modelling of the vocal tract, SLO with hearing, with proprioceptive feedback, with the ability to mimic what it hears and monitor its own performance, an innate ability to learn, to want to learn and to want to communicate.

Meanwhile, Chen [25] points out that prosody prediction has another dimension for tonal languages.

6. Behavioural challenges

However, whilst it is informative to enumerate the technical challenges that derive from the advanced features outlined in the earlier sections, a more productive exercise might be to focus, not on the technical shortfalls per se, but on the advanced behaviours that will be required in future SLO systems. For example, in order to produce believable behaviour that is appropriate to a suitably individualised ‘communicative agent’, future systems need to be able to:

- **talk ‘clearly’**: Dynamic content is, by its very nature, somewhat unpredictable, and thus harder for a user to recognise in a noisy environment. Model-based SLO systems have been shown to be more intelligible and comprehensible than concatenative systems [26], but neither approach has addressed the classic ‘hypo-hyper’ behaviour of a human talker [27].

- **talk ‘expressively’**: The performance of current SLO systems is severely limited by the fact that they do not understand what they are saying [24]. This means that many key behavioural features are either absent, or even worse, misrepresented to the human listener. SLO should be seen as a combination of natural language generation and speech synthesis [2] in which speech is generated from an abstract representation of concepts [28] rather than from text. The issues are thus what concepts to include, how to realise them in words and what intonation to use in the context of the past discourse and the listener’s goals and background.

- **talk ‘appropriately’**: SLO systems participating in dialogue must be able to select and organise content as part of a larger discourse structure, and convey this structure, as well as the content, to the user(s) [2]. The language used should be appropriate to spoken situations, e.g. using tailored responses [31] and terminology that is familiar to the user. Also, human factors choices need to be made about the appropriate output modes and media [32].

- **talk ‘realistically’**: Natural sounding output would seem to be an incontrovertible goal. However, user interactions with an anthropomorphic agent face has been reported to take more effort [33], and eye-blinking has been shown to have a great affect on a user’s appraisal of an agent’s capabilities and can thus be misleading [34]. On the other hand, it is well established that users behave more cooperatively when interacting with a clearly automated system, and this difference can be conditioned purely by the sound of the voice [35].

7. Conclusion

Finally, everyone is agreed that measuring progress is a key aspect that underpins future development [1-4]. However,
whilst there are some standard protocols in place [36], there remains some question marks over the adequacy of given tests [37] as diagnostic tools. These problems will only get worse, as SLO systems become embedded in real-time interactive applications.
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