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Abstract

Utterance verification can be seen as a conventional pattern classification problem in which a feature vector is obtained for each hypothesized word in order to classify it as either correct or incorrect. In this paper, we study the application to this problem of an optimized version of the $k$-Nearest Neighbour decision rule which also incorporates an adequate feature selection technique. Experiments are reported showing that it gives comparatively good results.

1. Introduction

Current speech recognition systems are not error-free and, in consequence, it is desirable for many applications to predict the reliability of each hypothesized word. From our point of view, this can be seen as a conventional pattern recognition problem in which a feature vector is obtained for each hypothesized word in order to classify it as either correct or incorrect [7]. The problem can then be properly approached using pattern classification techniques [1].

We have recently proposed a new feature, called Word Trellis Stability (WTS), that performs relatively well in comparison with several well-known features [8]. Also, we have recently developed a smoothed naive Bayes classification technique to profitably combine these features [9]. From an empirical viewpoint, this simplistic classification technique was good enough for us to show that certain (naive) feature combinations achieve better results than each feature alone [9]. However, as it has nothing to do with feature selection, it is only part of the solution. Unfortunately, the unsolved, feature selection problem is of great importance in utterance verification since many of the features proposed in the literature are notably redundant.

In this paper, we follow a holistic approach to the utterance verification problem; i.e., we consider a classification technique that also has a built-in, class-dependent feature selector. More precisely, the classification technique considered here is an optimized version of the $k$-Nearest Neighbour ($k$-NN) decision rule [1]. It is an optimized version in the sense that the standard Euclidean distance is extended to include a discriminatively-trained non-negative weight for each class-feature pair [5, 6]. As said above, it can be considered as an integrated approach to feature selection and classifier design; e.g., a null weight for a certain class-feature pair $(c, d)$ means that feature $d$ is not relevant for class $c$. Apart from this and, more importantly, our weighted $k$-NN approach has been successfully applied to many pattern recognition tasks [5, 6] and we show here that utterance verification is not an exception. More specifically, experiments are reported showing that it gives results that are similar to (or even better than) those of the naive Bayes model.

2. Predictor Features

In the utterance verification problem, a large number of predictor features have been proposed in the last years; however, it is unclear which of them are more informative.

Different kinds of features can be obtained depending on the knowledge source. On the one hand, features can be derived directly from the speech recognizer. This kind of features can be classified into acoustic features, that are derived exclusively from acoustic information, language model features, that are based on language model information, and combined features, which try to benefit from both acoustic and language knowledge. The latter typically rely on the viterbi search decoding graph or on a compact representation of the best alternative hypotheses; e.g., word graphs or n-best lists. Many authors have proposed a large number of these types of features [2, 3, 4, 8, 10, 14]. On the other hand, there are different kinds of features that are based in more heuristic observations, e.g., the log of the number of times a word was observed in the training material, or the number of phones in a word [3]. In this work we have explored various kinds of features.

Acoustic features

- PercPh: The percentage of hypothesized word phones that match the phones obtained in a “phone-only” decoding [3].
- AbsPh: The number of hypothesized word phones that match the phones obtained in a “phone-only” decoding.
- NormACScore: The acoustic log-score of the word divided by its number of phones [10].
- ACscore: The acoustic log-score of the word.

Language model features

- LMProb: Language model probability [3].

Combined features

- Acoustic stability (AS): Number of times that a hypothesized word appears at the same position (as computed by Levenshtein alignment) in $K$ alternative outputs of the speech recognizer obtained using different values of the Grammar Scale Factor (GSF), i.e. a weighting between acoustic and language model scores [2].
- Duration: The word duration in frames divided by its number of phones [3].
- Hypothesis density (HD): The average number of the active hypotheses within the hypothesized word boundaries [4].
- Word Activity (WAc): The number of times per frame that the word is active in different partial hypotheses within its boundaries.
Word Trellis Stability (WTS): We have recently introduced this feature. Let \( w \) be a word of the recognized sentence and let \( s_w, e_w \) be the starting and ending frames of \( w \), with \( 0 \leq s_w < e_w < N \), where \( N \) is the number of frames of the given utterance. The WTS of \( w \) is computed as:

\[
WTS(w) = \frac{1}{e_w - s_w + 1} \sum_{t = s_w}^{e_w} C(w, t')
\]

where \( H_t \) is a set of word-boundary partial hypotheses that are most probable at time \( t \) for a certain range of GSF values \( x_{t} \). In addition, each hypothesis of \( H_t(w, t') \) the word \( w \) must be active at time frame \( t' \). More details about the WTS can be found in [8].

WTSmax: A variant of the WTS feature, defined as:

\[
WTS_{\text{max}}(w) = \max_{s_w \leq t' \leq e_w} C(w, t')
\]

Heuristic features

- **NumPh**: The number of phones found in the word’s dictionary pronunciation [3].

3. Nearest Neighbour Approach

Let \( P = \{ (p_1, c_1), \ldots, (p_n, c_n) \} \) be a training data set (prototypes), where each variable pair represents a recognized word: \( p_i \) is a vector of features in a vector space \( E \), and \( c_i \) denotes the true nature of the word (\( c_i = 0 \) for correct and \( c_i = 1 \) for incorrect); and let \( d(x, \cdot) \) be a dissimilarity measure defined in \( E \).

Given a feature vector \( x \in E \) that represents a hypothesized word \( w \), the Nearest Neighbour (NN) classification rule assigns the class of a prototype \( p \in P \) to \( w \) such that \( d(p, x) \) is minimum. The NN rule can be extended to the \( k \)-NN rule by classifying \( w \) in the class which is more heavily represented by the labels of its \( k \) nearest neighbours.

Unfortunately, in practice, the \((k-)\)NN classification accuracy decreases dramatically with the number of available prototypes. To circumvent this problem, we use a weighted dissimilarity measure that helps improving the \((k-)\)NN classification performance in small data set situations [5, 6]. The weights of this dissimilarity measure are learnt by a gradient descent algorithm [5] to optimize the error rate of the NN classifier. Moreover, the optimal weights values are easily profitable to select the most significant features, by discarding those that are not good predictor features.

3.1. Weighted dissimilarity measure

The proposed weighted distance can be seen as a generalization of the standard Euclidean distance. In its simplest form, the proposed weighted distance is:

\[
d(x, y) = \sqrt{\sum_{d} \sigma_d^2 (x_d - y_d)^2}
\]

where \( \sigma_d \) is the weight associated with the \( d \)-th feature. Assuming a classification problem into different classes, a natural extension of (1) is:

\[
d(x, y) = \sqrt{\sum_{d} \sigma_d^2 (x_d - y_d)^2}
\]

where \( c = \text{class}(x) \). We will refer to this extension as “WL2 dissimilarity”.

Let us now consider the problem of classifying new words output by the speech recognizer as either correct or incorrect. This is a classical two-category classification problem in which we are interested in finding an \( 2 \times D \) weight matrix

\[
W = \begin{pmatrix}
\sigma_{01} & \ldots & \sigma_{0D} \\
\sigma_{11} & \ldots & \sigma_{1D}
\end{pmatrix}
\]

which optimizes the WL2-based NN classification performance.

3.2. Learning the optimal weights

In order to learn the weights of \( W \), we consider the following criterion index

\[
J(W) = \sum_{x \in P} \frac{d(x, x_{\text{nn}})}{d(x, x_{\text{nn}})}
\]

where \( x_{\text{nn}} \) is the nearest neighbour of \( x \) in the same class and \( x_{\text{nn}}' \) is the nearest neighbour of \( x \) in a different class. Note that this index is minimized when a matrix of weights \( W \) is chosen so that each prototype is close to prototypes from its own class and far away from prototypes that belong to other classes.

To search for a minimizer of (3), we use a gradient descent procedure:

\[
\sigma_c^{(i+1)} = \sigma_c^{(i)} - \mu_{\text{grad}} \frac{\partial J(W)}{\partial \sigma_c^{(i)}}
\]

where \( \sigma_c^{(i)} \) denotes the value of \( \sigma_c \) at iteration \( i \) of the descent algorithm and \( \mu_{\text{grad}} \) is a step factor (or “learning rate”) associated with feature \( d \) in class \( c \) (typically \( \mu_{\text{grad}} = \mu \) for all \( c \) and \( d \)).

By developing the partial derivatives in (4) the following update equations are obtained:

\[
\sigma^{(i+1)} = \sigma^{(i)} - \mu_{\text{grad}} \frac{\partial J(W)}{\partial \sigma_c^{(i)}}
\]

for each prototype from class \( c \), and

\[
\sigma^{(i+1)} = \sigma^{(i)} + \mu_{\text{grad}} \frac{\partial J(W)}{\partial \sigma_c^{(i)}}
\]

for each prototype from another class \( \neq c \) whose nearest neighbour in a different class is from class \( c \). These equations are iteratively applied until no significant change in \( J(W) \) is observed.

3.3. Feature Selection

Once the weights are estimated using the proposed gradient descent approach, a feature pruning can be performed by discarding features with low average weights:

\[
\bar{\sigma}_d = \frac{\sigma_{0d} + \sigma_{1d}}{2}
\]
Then, we consider the features in order from lowest to highest average weights and each feature is selected or discarded depending on whether it improves or not a Leaving One Out error estimation. The final feature subset corresponds to the subset with the lowest Leaving One Out error.

Once the feature subset is obtained, the weights are re-trained, as in 3.2, using only this feature subset.

4. Experimental results

4.1. Experimental setup

We carried out experiments using the FUB task, an Italian speech corpus of phone calls to the front desk of a hotel, acquired in the context of the EUTRANS project [12]. The FUB corpus involves highly spontaneous speech data and contains many non-speech artifacts. Basic statistics of the (disjoint) training and test sets are summarized in table 1.

Table 1: FUB speech corpus

<table>
<thead>
<tr>
<th></th>
<th>training</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>speakers</td>
<td>276</td>
<td>24</td>
</tr>
<tr>
<td>running words</td>
<td>52, 511</td>
<td>5,381</td>
</tr>
<tr>
<td>vocabulary size</td>
<td>2, 459</td>
<td>–</td>
</tr>
<tr>
<td>bigram perplexity</td>
<td>–</td>
<td>31</td>
</tr>
</tbody>
</table>

The training set was used to train Italian context-dependent phone models. The acoustic models were left-to-right continuous density HMMs, trained using Linear Discriminant Analysis (LDA) and a Viterbi approximation [13]. Decision-tree clustered generalized triphones (CART with 1,000 tied states plus silence) were used as phone-units. A smoothed trigram language model was estimated using the transcriptions of the training utterances. The test-set Word Error Rate was 27.5%.

4.2. Experimental results

To perform the experimental study, a conventional continuous speech recognizer based on Viterbi beam search has been used with the language and acoustic models described in the previous section.

Once a word has been classified as either correct or incorrect, two different types of errors can occur. The first is produced when a correct word is classified as incorrect (false rejection) and the second is when an incorrect word is classified as correct (false acceptance).

We use the classification error rate (CER) as the metric for the evaluation of the classification accuracy. The CER is simply defined as the number of the two-type classification errors divided by the total number of recognized words. It should be noted that a baseline CER is obtained assuming that all recognized words are tagged as correct. This is equivalent to the number of insertions and substitutions, divided by the number of recognized words.

A first set of experiments has been performed using the k-NN rule with $k = 1$. Both the Euclidean and the WL2 distances, with the whole set of predictor features were used. The WL2 distance improve the classification error from the 21.3% of the Euclidean distance, to 20.2%, as shown in table 3. The weights of the WL2 distance were learnt following the approach presented in section 3. Table 2 shows the average weights estimated for each feature. It can be seen that AS appears as the most important feature, which confirms many previous observations [2, 3, 4, 8, 9].

The next step was to select the most significant features following the procedure explained in section 3.3. A subset with the seven first best features (those above the line in table 2) was finally chosen. This selection suggests that our WTS and WTS$_{max}$ features can be useful to improve the classification accuracy. With this feature subset and the weights associated to these selected features, we performed a 1-NN classification using the WL2 distance which reduced again the error rate down to 18.8% (table 3).

At this point the weights of the WL2 distance are re-trained using only the selected feature subset. Using the 1-NN rule and the WL2 distance with the new weights reduced the error rate down to 16.8% (table 3).

Finally, the $k$-NN classification rule with $k > 1$ was used. The value of $k$ was estimated by leaving one out over the training data using the WL2 distance and the re-trained weights. With the best estimated value ($k = 30$) the test set error rate was further reduced down to 15.7%.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS</td>
<td>1.115</td>
</tr>
<tr>
<td>NormACscore</td>
<td>1.010</td>
</tr>
<tr>
<td>LMPProb</td>
<td>1.001</td>
</tr>
<tr>
<td>Duration</td>
<td>1.0</td>
</tr>
<tr>
<td>WTS</td>
<td>1.0</td>
</tr>
<tr>
<td>WTS$_{max}$</td>
<td>1.0</td>
</tr>
<tr>
<td>PercPh</td>
<td>0.999</td>
</tr>
<tr>
<td>AbsPh</td>
<td>0.995</td>
</tr>
<tr>
<td>WAc</td>
<td>0.988</td>
</tr>
<tr>
<td>NumPh</td>
<td>0.977</td>
</tr>
<tr>
<td>ACscore</td>
<td>0.976</td>
</tr>
<tr>
<td>HD</td>
<td>0.842</td>
</tr>
</tbody>
</table>

Table 2: Estimated weights for each feature. The features above the line were selected by the feature selection process.

<table>
<thead>
<tr>
<th>Technique</th>
<th>CER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>21.0</td>
</tr>
<tr>
<td>$k$-NN with $k = 1$</td>
<td>21.3</td>
</tr>
<tr>
<td>+ WL2</td>
<td>20.2</td>
</tr>
<tr>
<td>+ feature selection</td>
<td>18.8</td>
</tr>
<tr>
<td>+ weights re-trained</td>
<td>16.8</td>
</tr>
<tr>
<td>+$k &gt; 1$</td>
<td>15.7</td>
</tr>
</tbody>
</table>

Table 3: CER for $k$-NN techniques.

It should be emphasized that feature selection and weight retraining have had the highest impact in improving the results. The WL2 improves the results significantly only after the feature set is reduced to the most important features. But, of course, the first weight estimation over the whole set of features was necessary for the feature selection procedure.

4.3. Comparative Results

The proposed technique can be compared with the Naive Bayes approach reported in [9]. Being $x$ a feature vector to represent a hypothesized word, the Naive Bayes approach was used to estimate the posterior probability $P(c_k|x)$. To compare this method
with the $k$-NN approach presented here, a smoothed estimation of the $k$-NN class posterior probability (S-KNN) of the word is used:

$$P(c_i|x) = \sum_{i \in S_k} \frac{1}{d(x, y_i)}$$

where $S_k$ is the set of indices of the prototypes from class $c_i$ among the $k$ nearest neighbours retrieved $y_1, \ldots, y_k$.

Once these posterior probabilities are computed, the word can be classified as either correct or incorrect, depending on whether its probability exceeds a certain threshold $\tau$ or not. CER values obtained for both techniques as a function of the threshold are shown in the figure 1.

With the class posterior probabilities estimated by Naive Bayes a minimum CER of 15.6% is achieved while, using the smoothed $k$-NN posterior probabilities, the minimum CER is 15.1%.

5. Conclusions

We have studied the application of an optimized version of the $k$-Nearest Neighbour decision rule to utterance verification. In contrast to other, simpler approaches to utterance verification, it provides an integrated solution to both feature selection and classifier design. The experimental results show that this new approach can achieve results similar to (or even better than) those of a smoothed naive Bayes classifier.
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