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ABSTRACT

The Switching Linear Gaussian (SLG) Models was proposed recently for time series data with nonlinear dynamics. In this paper, we present a new modelling approach, called SLGHMM, that uses a hybrid Dynamic Bayesian Network of SLG models and Continuous Density HMMs (CDHMMs) to compensate for the nonstationary distortion that may exist in speech utterance to be recognized. With this representation, the CDHMMs (each modelling the variability normalization based modelling techniques. One ex- ample is the so-called adaptive training (e.g. [1]), that is designed to eliminate some irrelevant factors from the complex observations during training and thus create a set of generic CDHMMs that model mainly the linguistic information for phonetic discrimination. Such generic models, if used appropriately during recognition, can help improve the recognition performance. A recent development is to explain the principle of adaptive training from the viewpoint of the Dynamic Bayesian Networks (DBN) ([1]).

Inspired by these works, in this paper we present a Switching Linear Gaussian HMM (SLGHMM hereinafter) for nonstationary distortion compensation. Each SLGHMM consists of two coupled dynamic models: one stream of CDHMM to model the generic linguistic information of clean speech; and one set of parallel linear Gaussian dynamic streams, each representing a possible additive stationary distortion in feature vector space in conjunction with one discrete state Markov chain controlling the choice of the distortion source at each time step. Since the characteristic of each distortion source may slowly change with time, the real-valued state vector representing it in this DBN is allowed to evolve according to a linear Gaussian dynamic system.

The rest of paper is organized as follows. In Section 2, the basic properties of the linear Gaussian model and the generative model for SLGHMM are described. In Section 3, a special case of SLGHMM tractable for learning and inference, namely Segmental SLGHMM, is presented as well as the detailed learning formulae. In Section 4, the illustrative experimental results on Aurora2 database are reported to demonstrate the effectiveness of the proposed approach. Finally, the paper is summarized in Section 5.

2. SWITCHING LINEAR GAUSSIAN HMM

2.1. Linear Gaussian Models

Linear Gaussian model (e.g. [6]) is a special case of state-space model which represents the past information through a $D$-dimensional real valued hidden state vector $b$. Given a sequence of $D$-dimensional observation vectors, $Y_t = \{y_1, \cdots, y_T\}$, at any time $t$, the past observations, $Y_t^{-1}$, present observation, $y_t$, and future observations, $Y_{t+1}$, are rendered independent conditioned on current state vector $b_t$ in the state-space model, which is known as the Markov independence property. The dependencies are specified through the dynamic equations of the system and the noise model as $b_t = f(b_{t-1}, v_t)$ and $y_t = g(b_t, u_t)$. When these equations are linear as $b_t = Ab_{t-1} + v_t$ and $y_t = Cb_t + u_t$, where $A$ and $C$ are both $D \times D$ matrices, and the noise model $u_t$ and $v_t$ are zero-mean Gaussian noise with diagonal covariance matrices $\Sigma$ and $\Omega$ respectively, the state-space model is called a linear Gaussian
model. Such a model structure can be used to describe a stationary or slowly changing dynamic process.

2.2. Generative Model of SLGHMM

It is not surprising that most real-world processes cannot be characterized by either purely discrete dynamics (i.e., HMM), or purely linear Gaussian dynamics. Accordingly, Switching Linear Gaussian Model (e.g. [2]) was proposed for time series data with non-linear dynamics, which iteratively segments the data into regimes with approximately linear dynamics and learns the parameters of each regime. In this way, it is possible to approximate the nonstationary distortion by a set of stationary or slowly changing distortions with a switching mechanism, which inspires our work in this paper.

The DBN illustrating the independence assumptions of the proposed SLGHMM is shown in Fig. 1(a), in which the switching linear Gaussian models (the graph within the dotted-line box) are used to determine the preference of current K possible additive distortion sources (each represented by B(k)). Let’s assume that the discrete state, qt, is modelled as a multinomial random variable that can take on K values which stand for the index of the chosen distortion. The parameters of the discrete state chain Q thus include the initial probability of value k, πk, k = 1, … , K, and the transition probability from value of k to k′, hkk′. The dynamic evolution equations of each linear Gaussian model stream are defined as b(ki+1) = A(ki)β(ki) + vi(k) and thus p(b(ki+1)|b(ki-1)) = N(b(ki+1) - A(ki)b(ki-1), Ω(k)) + 0. The prior distribution of real-valued state vector b(ki) is assumed to be a normal distribution with mean vector r(ki) and diagonal covariance Ω(k).

The graph within the dash-line box in the figure can be treated as a generative model of usual CDHMM representing mainly linguistic information, where node S stands for the hidden state of CDHMM, M the hidden indicator of Gaussian component within each state and X the generated vectors that are hidden too. Let’s further assume that the parameter set of each CDHMM is Λ = {π, aij, cij, μij, Σij, i, j, s = 1, … , S, m = 1, … , M}. It consists of S states with transition probability aij from state i to state j and initial probability πi of state i. Each state has M Gaussian components with mean vectors μij and diagonal covariance matrices Σij, cij denotes the weight of m-th Gaussian component in the s-th state.

Assume that, given qt = k, the observation yt is produced with yt = xt + C(k)y + u(k). Then we have p(yt|x,t, b(k1), · · · , b(kK), q1 = k1) = N(yt - C(k)y, Σ(k)), where Σ(k) is the diagonal covariance matrix of zero mean noise u(k). According to the independence relations illustrated in Fig. 1(a), the joint distribution of observations and hidden variables can be factored as (Let’s use B to generically denote \{B(k)\}_{k=1}^K)

\[
p(Y, X, B, S, M, Q) = p(Y|X, Q, B) \cdot p(X|S, M) \cdot p(M|S) \cdot p(Q) \cdot p(S) \cdot p(B) = P(s_1) \prod_{t=2}^T P(s_t|s_{t-1}) \cdot P(q_t|q_{t-1}) \cdot \prod_{k=1}^K \prod_{i=1}^T p(y_t|x_t, b(ki)) \cdot \prod_{m=1}^M p(b(mi)|s_t) \cdot \prod_{t=1}^T p(x_t|s_t, m_t) \cdot \prod_{t=1}^T p(y_t|x_t, b(k1), · · · , b(kK), q_t).
\]

Therefore, the parameters to be learnt are \( \Gamma = \{\Lambda, \Phi\} \) where \( \Phi = \{\pi, a_{ij}, c_{ij}, r(ki), \Omega(k), \} \). Although the exact probability propagation algorithms exist for learning the parameters of general graphical models (e.g., [5]), these algorithms are intractable for densely-connected models such as SLGHMM. An alternative approximate resolvent is to use variational approach (e.g., [2]), but we will not explore them in this paper.

In the next section, we demonstrate a special case of SLGHMM, which eliminates some dependence between the variables so that it becomes tractable for the exact EM algorithm.

3. SEGMENTAL SLGHMM

3.1. Parameter Learning

The Segmental SLGHMM (SSLGHMM hereinafter) is illustrated in Fig. 1(b), where the value of switch state q1 is independent of all switch states at other time and treated as observations to this DBN. It means that the values of q1 are assigned by an appropriate pre-segmentation. One example of such segmentation is given later in this paper. Another structure retrogression of SSLGHMM is that \( b(ki) \) is assumed to be equal to \( b(ki-1) \) and in practice, \( \Omega(k) \) is set as zero, which results in \( p(y_t) = p(b(\delta(ki)) = b(ki-1) - r(ki)) \), where \( \delta(...) \) denotes the Kronecker delta function. Besides, \( C(ki) \) is assumed to be an identity matrix. Accordingly.

\[
p(Y, X, B, S, M, Q) = P(s_1) \prod_{t=2}^T P(s_t|s_{t-1}) \cdot \prod_{m=1}^M p(b(mi)|s_t) \cdot \prod_{t=1}^T p(x_t|s_t, m_t) \cdot p(y_t|b(mi), x_t)
\]
statistics can be obtained as follows:

\[ 
\begin{align*}
\Delta_{m_{k}}^{(1)} &= \Sigma_{m_{l}}(\Sigma_{m_{l}} + \Xi^{(k)})^{-1} \\
\Delta_{m_{k}}^{(2)} &= I - \Delta_{m_{k}}^{(1)} \\
\Delta_{m_{k}}^{(3)} &= \Delta_{m_{k}}^{(1)} \Xi^{(k)} \\
\epsilon_{m_{k}}(t) &= y_{t} - \delta_{m_{k}}^{(1)} - \mu_{m_{k}}
\end{align*}
\]

with \( I \) being a \( D \times D \) identity matrix. Again, the re-estimation formulae for the HMM parameters \( \Lambda \) are similar to the standard one except that the observations are replaced by the expected value of \( x_{t} \). If \( L \) utterances, in total, are used for training, then

\[ 
\begin{align*}
\hat{\pi}_{i} &= \frac{\sum_{t=1}^{L} \gamma_{i}(t)}{L} \\
\hat{\alpha}_{ij} &= \frac{\sum_{t=1}^{L} \sum_{i+j} \hat{\gamma}_{i}(t) \hat{\gamma}_{j}(t) - 1}{\sum_{i+j} \gamma_{i}(t)} \\
\hat{\beta}_{i}(t) &= \frac{\sum_{j=i}^{L} \hat{\gamma}_{i}(t) \hat{\gamma}_{j}(t)}{\sum_{j=i}^{L} \hat{\gamma}_{j}(t)} \\
\hat{\beta}_{i-1}(t) &= \frac{\sum_{j=i}^{L} \hat{\gamma}_{i}(t) \hat{\gamma}_{j}(t)}{\sum_{j=i}^{L} \hat{\gamma}_{j}(t)} \\
\hat{\beta}(Y) &= \frac{\sum_{j=1}^{S} \hat{\alpha}_{ij}(t)}{\sum_{j=1}^{S} \hat{\alpha}_{ij}(t) + \hat{\gamma}_{i}(t)}
\end{align*}
\]

Accordingly some posterior probabilities related to the sufficient statistics can be obtained as follows:

\[ 
\begin{align*}
\gamma_{i}(t) &= P(s_{t} = i|Y, Q, \Gamma) = \frac{\hat{\alpha}_{i}(t) \hat{\beta}_{i}(t)}{\hat{\beta}(Y)} \\
\hat{\gamma}_{i}(t, j) &= P(s_{t-1} = i, s_{t} = j|Y, Q, \Gamma) = \frac{\alpha_{i-1}(t) \delta_{i}(t) \hat{\beta}_{j}(t)}{\hat{\beta}(Y)} \\
\hat{\zeta}_{i}(s, m) &= P(s_{t} = s, m_{t} = m|Y, Q, \Gamma) = \frac{\hat{\alpha}_{i}(t) \delta_{i}(t) \hat{\beta}_{i}(t)}{\hat{\beta}(Y)}
\end{align*}
\]

Let \( \delta_{k} = y_{t} - x_{t} \) and we can have the rest of the sufficient statistics:

\[ 
\begin{align*}
\hat{\bar{\alpha}}_{s_{k}}(t) &= E\{x_{t}|y_{t} = s_{t}, m_{t} = m, q_{t} = k\} \\
\hat{\bar{\beta}}_{k}(t) &= E\{x_{t}|y_{t} = s_{t}, m_{t} = m, q_{t} = k\} \\
\hat{\bar{\zeta}}_{t}(t) &= E\{x_{t}|y_{t} = s_{t}, m_{t} = m, q_{t} = k\} \\
\hat{\bar{\bar{\zeta}}}_{t}(t) &= E\{x_{t}|y_{t} = s_{t}, m_{t} = m, q_{t} = k\} \\
\end{align*}
\]

where

\[ 
\begin{align*}
\Delta_{m_{k}}^{(1)} &= \Sigma_{m_{l}}(\Sigma_{m_{l}} + \Xi^{(k)})^{-1} \\
\Delta_{m_{k}}^{(2)} &= I - \Delta_{m_{k}}^{(1)} \\
\Delta_{m_{k}}^{(3)} &= \Delta_{m_{k}}^{(1)} \Xi^{(k)} \\
\epsilon_{m_{k}}(t) &= y_{t} - \delta_{m_{k}}^{(1)} - \mu_{m_{k}}
\end{align*}
\]
where $A^3_\gamma$ is the product of transition probabilities given the state sequence $J$ of the CDHMMs for the word sequence $W$.

4. EXPERIMENTS AND RESULTS

The task used to verify our idea is the speaker independent recognition of connected digit strings. The recognition results presented in this section are produced on the Aurora2 database using the modified reference of WI007 for Aurora front-end evaluation [3]. In this modified front-end, for each frame, a 39-dimensional feature vector is generated, which consists of 12 MFCCs and MFCC of order 0, plus their first and second order derivatives. Another modification on WI007 is that the cepstra are computed based on the power spectral density instead of the magnitude spectrum. In all of our tests the complex back-end with 20 Gaussian components in each state of CDHMM is used. In the BASELINE-CT system shown in Table 1, all of the CDHMMs are trained from the clean speech while in the BASELINE-MT system, they are trained from the collection of 8440 utterances that come from 20 subsets representing 4 different noise scenarios (i.e., suburban train, babble, car and exhibition hall) at 4 different SNRs (i.e., 20dB, 15dB, 10dB and 5dB) and the clean condition. Obviously the BASELINE-CT is much worse than that of BASELINE-MT because the mismatch between its training and testing is more serious.

In order to assign a meaningful value to each switch state $q_t$ of SSLGHMM, 16 sets of GMMs are trained for each condition with different noise types and levels and one for clean speech, each consists of 256 Gaussian components. We assume that each Gaussian component corresponds to a subspace distorted by a kind of noise source. Therefore there are $K = 17 \times 256 = 4332$ linear Gaussian dynamic streams in the SSLGHMM. Accordingly, Given an unknown utterance $Y$, the most similar training environment is first identified as that having the maximum likelihood of the GMM. Then the closest subspace within that environment is chosen for each frame of feature, $y_t$, and the index of the linear Gaussian stream associated with the subspace is assigned to $q_t$. The detail of above process can also be found in [7].

Another important implementation issue is the choice of initial value for each parameter. In all of our experiments, the initial values for $w^{(j)}$ are zero and $\Sigma^{(j)}$ diagonal matrices with small values. As for the initial values of $A$, two kind of configurations are investigated in our experiments. One starts from the values of the CDHMM trained on clean speech, which is labeled as “SSLGHMM-CT”, and another from those of the BASELINE-MT system, which is labeled as “SSLGHMM-MT”. It is observed that the performance can be improved greatly no matter which configuration is used although “SSLGHMM-CT” still can not achieve comparable performance with that of “SSLGHMM-MT”.

The test set consists of three different parts. For the Test Set A, the same four types of noises as those in training set are added to its subsets, but with 7 different SNRs. For the Test Set B, another 4 types of noises (i.e., restaurant, street, airport and train station) are added to its subset with also 7 SNRs. For the Test Set C, suburban train and street noises are added to the additive noise sources but the speech and noise are filtered with a MIRS characteristic while the G.712 characteristic is used in training set as well as the first two test sets. Therefore, Test Sets B and C are seriously mismatched from that of training speech. However, from the results in Table 1, the information in the linear Gaussian dynamic streams learnt from the training data are helpful to reduce the word error rate of speech distorted by unknown sources in Test Sets B and C, which proves that some nonstationary distortions can be approximated by a set of stationary distortions with a systematic approach like SLGHMM.

5. DISCUSSION AND CONCLUSION

In this paper, we present a novel structure of dynamic Bayesian network, SLGHMM, to compensate for the nonstationary distortion caused by environmental noise, which integrates a switching state-space model and CDHMMs. With this framework, the nonstationary distortion can be approximated by a set of stationary or slowly changing distortions and hopefully a normalized CDHMM is generated with the strategy of adaptive training. The experimental results of a special case of our proposal on Aurora2 have shown the potential of this new approach. Considering the fact that our systems based on minimum classification error training in [7, 8] have provided a further error reduction compared with that based on maximum likelihood criterion as in this paper, it would be interesting to verify whether an even better performance can be achieved by a joint MCE estimation of all the parameters in SLGHMM.
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