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Abstract

This paper compares the performance of Boosting and non-Boosting training algorithms in large vocabulary continuous speech recognition (LVCSR) using ensembles of acoustic models. Both algorithms demonstrated significant word error rate reduction on the CMU Communicator corpus. However, both algorithms produced comparable improvements, even though one would expect that the Boosting algorithm, which has a solid theoretic foundation, should work much better than the non-Boosting algorithm. Several voting schemes for hypothesis combining were evaluated, including weighted voting, un-weighted voting and ROVER.

1. Introduction

Ensembles of classifiers have received increasing interest in recent years. An ensemble of classifiers is a collection of single classifiers, that is used to generate a hypothesis through majority voting (weighted or un-weighted) from its component classifiers. It has been observed that the combination of “weak” learners can result in a “strong” composite classifier whose accuracy is much better than that of any single classifier.

Boosting is the most extensively studied approach in the family of ensembles, due to its solid theoretic foundations [1]. In Boosting, single classifiers are iteratively trained in a fashion such that hard-to-classify examples are given increasing emphasis. More specifically, the algorithm maintains a probability distribution for the training data, and initially assigns every example equal weight. In each round, a new single classifier is learned from the current distribution. Meantime, a parameter that measures the classifier’s importance is determined in respect of its classification accuracy. The single classifier is then used to classify every training example. The probability distribution is updated in such a way that the weight of an example will be enhanced if it is misclassified, or reduced otherwise. As a result, those examples that are difficult to classify will receive more emphasis in the training of subsequent classifiers. In generalization, the single classifiers are composed to form the final classifier that outputs the hypothesis with the weighted majority vote.

Other approaches to ensemble construction exist. For example, Bagging is a commonly used method in machine learning field that randomly selects a number of examples from the original training set and produces a new single classifier on the selected subset [2]. In this paper we will call this a non-Boosting method.

Both Boosting and non-Boosting methods have recently been applied to speech recognition. Boosting has been applied to phoneme recognition [3], confidence annotation [4], speaker identification [5] and continuous speech recognition [6]. In most cases significant reduction in word error rate was achieved. Non-Boosting methods have a long history in constructing ensembles of acoustic models. A well-known example is to train models based on the separation of gender (male or female), age (children or adult), and channel (microphone, telephone, or cell phone). More recently, multi-band models, which split the frequency range into a certain number of sub-bands and constructs models for each band [7] have been studied. In [8], we also proposed several non-Boosting training schemes that use word error rate as the basis to manipulate the distribution of data.

To date there have not been any direct comparisons of Boosting and non-Boosting methods for speech recognition under similar conditions. We believe that such comparison could benefit the understanding of ensemble techniques. This paper describes such a comparison between the performance of Boosting and non-Boosting training algorithms on a real-world continuous speech corpus.

Choice of classifier combination technique is also an important issue in ensembles. In speech recognition, Boosting and non-Boosting methods usually combine hypotheses at the string or utterance level using majority voting. This ignores the word confidence and timing information. Therefore, we also investigated ROVER (Recognizer Output Voting Error Reduction) [9] in our experiments, comparing its performance with the standard weighted and un-weighted majority voting.

2. Boosting and Non-Boosting Algorithms

Given a training set \( X = \{x\}_i \), Boosting and non-Boosting algorithms aim to construct \( T \) acoustic models \( \{A^t\} \) by manipulating the training data. \( x \) could denote both the utterance and its feature sequence in this paper. Restricted to commonly available computers, the number of acoustic models that can be accommodated by a real-time LVCSR system would be in the single digits. As this paper focuses only on acoustic model training, the language model used is the same in all experiments.

2.1. Boosting Training

The Boosting algorithm was initially designed to solve the binary or multi-class classification problems, in which the number of classes isn’t very large. However, for continuous speech recognition, the number of possible hypothesis could be infinite. Assume the recognizer has 5,000 words in vocabulary, and the maximum length for an utterance is confined to 20 words. Theoretically, without concerning the time information associated to each word, the recognizer could output up to about 500020 different hypotheses. Apparently, such a huge number makes it impossible for the recognizer to traverse all of the classes. To address this problem, we have to compress the hypothesis space into a subset with limit size. In
Figure 1: Boosting Algorithm

Initialize:
- Let \( X^0 = X \).
For \( t = 1 \) to \( T \):
  - Train new acoustic model \( A^t \) from data set \( X^{t-1} \).
  - Test model \( A^t \) on \( X^{t-1} \), generating N-best list for each utterance \( x \), and computing probability \( P(u \mid x, A^t, L) \) for each hypothesis \( u \) in the N-best list of \( x \).
  - Compute pseudo loss
    \[
    \epsilon^t = \frac{2N \mid X^{t-1} \mid}{\sum_{u \in u^*} (1 - P(u^* \mid x, A^t, L) + P(u \mid x, A^t, L))}
    \]
    where \( u^* \) denotes the correct hypothesis and \( N \) is the size of the N-best list.
  - Set \( c^t = \epsilon^t / (1 - \epsilon^t) \)
  - Calculate weight for each hypothesis \( u \) in the N-best list of utterance \( x \)
    \[
    w(x, u) = c_{i u}^{-1/2} (1 + P(u^* \mid x, A^t, L) - P(u \mid x, A^t, L))
    \]
  - Calculate weight for each utterance \( x \)
    \[
    w(x) = \sum_{u \in u^*} w(x, u)
    \]
  - Resample training data according to normalized \( w(x) \).
    forming new training set \( X^t \).
In generalization, the hypothesis to a new utterance is determined by
\[
\hat{u}^* = \arg \max_u \sum_{t=1}^T \bar{c}_t \frac{1}{P(u \mid x, A^t, L)}
\]
In implementation, Boosting requires a probability estimation for each class, while most speech recognizers only output the log-likelihood score of acoustic and language model: \( \log P(x \mid u, A) \) and \( \log P(u \mid L) \), where \( A \) and \( L \) denote the acoustic model and language model respectively, and \( u \) represents a hypothesis. (For simplicity, the segmentation information isn’t considered.) We use the following method converting the decoding score into probability.
\[
P(u \mid x, A, L) = \frac{\sum_{u' \in N\text{-}best \ list} P(x \mid u', A)^{\alpha} P(u' \mid L)^{\beta}}{\sum_{u' \in N\text{-}best \ list} P(x \mid u', A)^{\alpha} P(u' \mid L)^{\beta}}
\]
where \( \alpha \) and \( \beta \) are the weights associated with acoustic and language model. In the case that the correct hypothesis doesn’t occur in the N-best list, one could use forced alignment to get the log-likelihood score, or just choose a small default value, e.g. assuming the correct hypothesis has the same score or probability as the last hypothesis in N-best list.

The Boosting algorithm for acoustic model training is given in Figure 1.

2.2. Non-Boosting Training

The non-Boosting algorithm is based on the intuition that the misrecognized utterance should receive more attention in the successive training. Word error rate is a natural metric that indicates how difficult an utterance is to recognize, and how important it is in the training of the next model. For example, an utterance that has 100% word error with current acoustic model should have higher weight than one with 10% word error. Figure 2 shows the algorithm.

Figure 2: Non-Boosting Algorithm

Initialize:
- Let \( X^0 = X \).
- Assign equal weight to each utterance \( x_i \) that \( w_i^0 = 1 \).
For \( t = 1 \) to \( T \):
  - Train new acoustic model \( A^t \) from data set \( X^{t-1} \).
  - Test model \( A^t \) on the initial training set \( X \), computing word error rate \( \epsilon^t \) for each utterance \( x_i \).
  - Update distribution \( w_i^t = w_i^{t-1} (1 + \hat{\lambda} \epsilon_i^t) \).
  - Resample training data according to \( w_i^t \), forming new training set \( X^t \).
In generalization, the hypothesis to a new utterance is determined by
\[
\hat{u}^* = \arg \max_u \sum_{i=1}^T P(u \mid x, A^t, L)
\]
In Figure 2, \( \hat{\lambda} \) is a parameter that prevents the size of the training set from being too large; in our experiments we set the value empirically. We also use an un-weighted majority voting scheme to combine the hypotheses of each model instead of the weighted voting adopted by Boosting.

3. Combination Methods

The combination methods used by the Boosting and non-Boosting algorithms described in the previous section represent two major techniques for combining hypotheses: weighted voting and un-weighted voting. We note that these two methods operate on the utterance level. That is, they ignore some important information associated with individual word in the hypothesis, such as confidence and segmentation (location). Such word level information has been shown to be able to improve recognition accuracy, e.g. through confidence annotation and N-best list re-ranking.

ROVER is a successful method for realizing word level hypothesis combination. First, the hypotheses from different acoustic models or recognizers are combined into a single word transition network by using dynamic programming alignment. Once the network is generated, a voting scheme respecting frequency, confidence and time information is used to search for the best scoring word sequence. This differs from the weighted and un-weighted voting adopted by Boosting and non-Boosting algorithms that select the most likely hypothesis from the existing set: ROVER can create a new hypothesis by merging existing word level hypotheses.

ROVER was initially intended to reduce word error rate by exploiting the difference between outputs from multiple speech recognition systems (representing different training and decoding approaches). However, we believe ROVER could also benefit ensembles even though all the models in the ensemble are trained using the same techniques, albeit with different views of the corpus. In the following experiments, ROVER is investigated and compared with the utterance level weighted and un-weighted voting.
4. Data Set and Experiment Configuration

The corpus used in our study was collected using the CMU Communicator system, a telephone based dialog system that supports planning in a travel domain [10]. The training set has 31,248 utterances, which were collected between April 1998 and November 2000. The test set consists of 1,689 utterances, which were collected during a NIST evaluation conducted in July 2000. There are 9,769 words in the vocabulary. The maximum number of models in each ensemble is set to 5.

All of our experiments, both training and test, are performed using the Carnegie Mellon Sphinx-2 system [11]. The decoding process consists of two passes: the first one is a Viterbi search, and the second one is an A* search that generates N-best lists from the word lattice. We select the best path in the word lattice as the final hypothesis for each utterance. The baseline word error rate for our experiments is 33.31% and 28.18%, for test and training sets respectively.

5. Experiments

Our first experiment compares the performance of Boosting and non-Boosting algorithms using utterance level, weighted or un-weighted voting schemes. Table 1 shows the final word error rates (when $T = 5$) for these two algorithms on training and test set.

More details can be found in Table 2 and 3, which show the algorithms' performance as a function of $T$. The baseline is equivalent to $T = 1$ performance.

In this experiment, both the Boosting and non-Boosting algorithms show significant improvements over the baseline. On the training set, the Boosting algorithm produced 7.98% relative reduction in word error rate while non-Boosting produced 6.28% relative reduction. The number for the test set is more encouraging in that both algorithms realized better than 10% relative reduction in word error rate.

From Table 2 and 3, we find that the Boosting algorithm works consistently better than the non-Boosting algorithm. However, the difference between them isn’t as great as we expected. In other word, the Boosting algorithm which has a solid theoretical background is not significantly better than the non-Boosting algorithm, which is only based on an intuitive idea. We think this phenomenon is very important to the application of ensembles of acoustic models, which indicates the direction of further research.

Our next experiment investigates the performance of ROVER-based combination. ROVER supports a trade-off between the frequency of word and confidence score. In our experiment, confidence score is calculated for each hypothesis word using the method given by [12]. The value of the trade-off factor is determined by using a linear search procedure, minimizing the word error rate of the training set. The final performance of Boosting and non-Boosting algorithms using ROVER as the combination method is presented in Table 4.

In the experiments, we observed that the difference in performance between Boosting and non-Boosting algorithms is small. That is, Boosting doesn’t manifest much advantage compared with non-Boosting methods. We think the following reasons may be responsible for its weakness, and believe that Boosting could achieve greater improvement by addressing these obstacles.

First, the training data for speech recognition, especially large corpus, unavoidably contains a certain number of mislabels. For such noisy data, the standard Boosting algorithm may perform very poorly (since the point of the procedure is to focus on poorly recognized data). Second, the training of acoustic models involves many stages, e.g. feature space clustering, context independent training and context dependent

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Training error</th>
<th>Relative reduction</th>
<th>Test error</th>
<th>Relative reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boosting</td>
<td>26.41%</td>
<td>7.98%</td>
<td>28.77%</td>
<td>13.63%</td>
</tr>
<tr>
<td>Non-B.</td>
<td>29.58%</td>
<td>6.28%</td>
<td>29.58%</td>
<td>11.20%</td>
</tr>
</tbody>
</table>

Table 1 Final Performance of Ensembles

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Training error</th>
<th>Relative reduction</th>
<th>Test error</th>
<th>Relative reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boosting</td>
<td>28.18%</td>
<td>27.08%</td>
<td>26.54%</td>
<td>26.15%</td>
</tr>
<tr>
<td>Non-B.</td>
<td>28.18%</td>
<td>27.78%</td>
<td>27.51%</td>
<td>27.03%</td>
</tr>
</tbody>
</table>

Table 2 Performance on Training Set

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Training error</th>
<th>Relative reduction</th>
<th>Test error</th>
<th>Relative reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boosting</td>
<td>33.31%</td>
<td>30.89%</td>
<td>29.97%</td>
<td>29.46%</td>
</tr>
<tr>
<td>Non-B.</td>
<td>33.31%</td>
<td>31.57%</td>
<td>31.38%</td>
<td>30.01%</td>
</tr>
</tbody>
</table>

Table 3 Performance on Test Set

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Training error</th>
<th>Relative reduction</th>
<th>Test error</th>
<th>Relative reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boosting</td>
<td>33.31%</td>
<td>25.30%</td>
<td>24.32%</td>
<td>22.31%</td>
</tr>
<tr>
<td>Non-B.</td>
<td>28.18%</td>
<td>26.53%</td>
<td>24.98%</td>
<td>22.88%</td>
</tr>
</tbody>
</table>

Table 4 Final Performance of Ensembles with ROVER

6. Discussion

We experimentally investigated Boosting and non-Boosting algorithms for acoustic model training on a real world continuous speech corpus, both of which demonstrated significant improvements over the baseline. We also compared several voting schemes for combining hypotheses including weighted voting, un-weighted voting and ROVER. The experimental results suggest that word level combination is more suitable for speech recognition than utterance level combination.

In the experiments, we observed that the difference in performance between Boosting and non-Boosting algorithms is small. That is, Boosting doesn’t manifest much advantage compared with non-Boosting methods. We think the following reasons may be responsible for its weakness, and believe that Boosting could achieve greater improvement by addressing these obstacles.

First, the training data for speech recognition, especially large corpus, unavoidably contains a certain number of mislabels. For such noisy data, the standard Boosting algorithm may perform very poorly (since the point of the procedure is to focus on poorly recognized data). Second, the training of acoustic models involves many stages, e.g. feature space clustering, context independent training and context dependent
training, each of which involves its own techniques and characteristics. It might be better to focus on the characteristics of each stage rather than simply use a unitary algorithm for the whole training process. Third, the training of acoustic models for continuous speech recognition is usually carried on the utterance level since it is difficult to get accurate time segment information at the word level. At the same time performance is evaluated on the word level. In Boosting, such mismatch appears in the cost function which is designed to simulate the string or utterance error, so minimizing this cost function doesn’t always result in the reduction of word error. Integration of word level information to the cost function would be helpful to fill the gap between training and test metrics. Fourth, in the implementation of Boosting, the hypothesis space is confined to the N-best list. As a consequence, the information of the hypothesis out of N-best list is lost. The extreme case is that the correct hypothesis itself may not occur in the N-best list. In addition, the estimation for “a posteriori” probability of each hypothesis is based on the decoding score which could vary over a wide range, making the estimation far from reliable. Boosting algorithm is a discriminative training method that attempts to enlarge the distance or margin between correct hypothesis and incorrect hypothesis. Therefore, the experience and techniques gathered from discriminative training could benefit the application of Boosting algorithms to construct ensembles of acoustic models for speech recognition.
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