Partitioning of Posteriorgrams using Siamese Models for Unsupervised Acoustic Modelling
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Abstract

Unsupervised methods tend to discover highly speaker-specific representations of speech. We propose a method for improving the quality of posteriorgrams generated from an unsupervised model through partitioning of the latent classes. We do this by training a sparse siamese model to find a linear transformation of the input posteriorgrams to lower-dimensional posteriorgrams. The siamese model makes use of same-category and different-category speech fragment pairings obtained by unsupervised term discovery. After training, the model is converted into an exact partitioning of the posteriorgrams. We evaluate the model on dates [6]–[12]. Recently, Versteegh et al. introduced the Zero Resource Speech Challenge [13], with the goal of standardising these endeavours. Specifically, the first track, most relevant to this paper, involves finding speaker independent linguistic units from speech with no or weak supervision. The discovery of linguistic units follows two main approaches in the literature that we will refer to as frame-based and term discovery-based. In the first case, acoustic models are inferred directly from the acoustic features [14]–[21]. The second approach is to first segment the speech into syllable- or word-like units, and afterwards break these units into smaller subword units [7], [13], [19], [22]–[29].

Frame-based approaches: Varadarajan et al. [14] first define a one-state HMM, and then iteratively split and merge states depending on the data and according to a heuristic. The states of the final models (allophones), are then mapped into phonemes with the help of a separate model trained using labelled speech, making the method not fully unsupervised. Lee and Glass [15] use an infinite mixture model of three-state HMM-GMMs that performs segmentation and acoustic modelling jointly. The inference of the model is done using Gibbs sampling. A similar model but, without constraints on the topology of the HMMs was studied in [12]. Siu et al. [16] first use a segmental GMM (SGMM) to generate a transcription of the data and then iteratively train a standard HMM to improve the transcriptions. Note that the number of allowed states are here defined in advance.

Diverging from previous approaches which use temporal models, Chen et al. [17] perform standard clustering of speech frames using an infinite Gaussian mixture model. After training, the speech frames are represented as posteriorgrams, which have been shown to be more speaker-invariant than other features such as MFCCs [18]. Despite the simple approach, this turned out to be the overall best-performing model in the first track of the 2015 Zero Resource Speech Challenge [19]. Heck et al. [20] further improved on the model by performing clustering in two stages, with an intermediate supervised dimensionality reduction step using the clusters derived from the first clustering step as target classes. In [21] a siamese network [30] is used to create an embedding where speech frames close to each other are considered to belong to the same subword unit, while distant speech frames are said to differ.

Term discovery-based approaches use unsupervised term discovery (UTD) to extract word-like segments that can guide the discovery of more stable sub-word units compared to purely frame-based approaches. The UTD is usually based on the segmental dynamic time warping (S-DTW) developed in [7]. In [23] an approximate version is introduced that reduces the complexity from $O(n^3)$ to $O(n \log n)$ time. This system also serves as the baseline for the second track of the Zero Resource Speech Challenge. The information from UTD is used in [24] to train term-specific HMMs. The states from each HMM are then clustered based on the similarity of their distributions, to form subword unit candidates. A related approach is taken in [22], where instead of HMM states, components from a GMM trained on speech frames are clustered based on co-occurrence in pairs of fragments obtained from UTD. A neural network referred to as the ABlnet and based on siamese networks [30] is introduced in [25]. The network takes a pair of speech frames as input, and adjusts its parameters so that the outputs are collinear if the inputs are known to correspond to the same subword unit, and orthogonal otherwise, using a cosine-based loss function. Thiolière et al. [26] make use of this approach in the Zero Resource Speech Challenge, also incorporating UTD so as to make the whole process unsupervised, yielding competitive results [19]. Zeghidour et al. [27] experiment with supplying the ABlnet with scattering spectrum features instead of filter bank features, showing that with the right features, a shallow architecture may outperform a deep architecture, especially when the amount of available data is low. Kamper et al. [28] use an autoencoder-like structure,
where a neural network is trained to “reconstruct” a frame given another frame known to be of the same type. Renshaw et al. [29] used this architecture in the Zero Resource Speech Challenge, albeit with a deeper decoder.

A limitation of term discovery-based approaches is that the UTD methods discussed here only discover a fraction of recurring patterns in the data, limiting the amount of available training data.

This work takes inspiration from the two so far most successful approaches, namely the clustering approach of [17] and the siamese network approach of [26]. We first cluster the data in an unsupervised manner using a GMM. We then improve the resulting posterioriograms using information from UTD by mapping speaker- or context-specific classes to broader classes with a linear siamese model. This way we are able to take advantage of both the whole unlabelled data set, and the smaller set of fragments discovered by UTD. While the approach of partitioning posteriorigrams is reminiscent of [22], the major difference is that in place of direct clustering of classes, we are instead trying to maximise the similarity/dissimilarity between pairs of speech fragments, which only indirectly results in a partition of the classes. Our linear model also has the advantage of being more interpretable than deep networks like that of [26].

2. Method

The goal of our method is to find low-dimensional representations of posteriorigrams obtained by probabilistic unsupervised clustering such that the resulting representation is more invariant to speaker variation. The dimensionality reduction is done by partitioning the latent classes corresponding to the posteriorigram components. In order to do this in an unsupervised manner, we use information obtained by unsupervised term discovery (UTD) as in [23]. The result of the UTD is a set of clusters of speech fragments thought to be of the same category (e.g. word). We then generate a set of same-class and different-class frame pairs, each frame represented as a posteriorigram, by sampling and aligning fragment pairs as in [26].

We represent the input data as a set of \( \{(x_i, y_i)\}_{i=1}^{N} \) of \( N \) pairs of \( M \)-dimensional posteriorigrams, along with a set of indicators \( \{c_i\}_{i=1}^{N} \) such that \( c_i = 1 \) if \( x_i \) and \( y_i \) belong to the same category, and \( 0 \) otherwise. We wish to transform the input to \( D \)-dimensional posteriorigrams such that two inputs \( x_i, y_i \) are close in output space if \( c_i = 1 \), and distant otherwise. Our model is a simple linear transformation

\[
 f(x) = xW, \quad W \in \mathbb{R}^{M \times D}.
\]  

In order to ensure that the output is a probability distribution, we need to constrain \( W \) so that each element is positive, and the elements of each row sum to 1. This is done by constructing the model as follows:

\[
 V \in \mathbb{R}^{M \times D}
\]

\[
 W = |V|
\]

\[
 W = \overline{W} \odot (\overline{W} 1_D 1_D^T)
\]

\[
 f(x; V) = xW
\]

where \( 1_D \) is a column vector of \( D \) ones and \( 1_D^T \) its transpose, \(|\cdot|\) denotes the element-wise absolute value, and \( \odot \) denotes element-wise division. Note that the function of equation (4) is to normalise the rows of \( W \) to sum to one. This formulation makes it possible to optimise the model while ensuring that the constraints on \( W \) hold, by performing gradient descent with respect to \( V \).

To encourage the model to place points belonging to the same class close together in the output space, we use the siamese paradigm of [25], [26]. Let \( B_1 = \{ i \in B : c_i = 1 \} \) be the subset of same-class pairs in the current minibatch, and \( B_0 = \{ i \in B : c_i = 0 \} \) the subset of different-class pairs. Additionally, let \( \hat{x}_i = f(x_i; V) \) and \( \hat{y}_i = f(y_i; V) \). We then define the loss function over a minibatch \( B \) as

\[
 L_B(V; B) = \frac{1}{|B_1|} \sum_{i \in B_1} \overline{\text{JS}(\hat{x}_i || \hat{y}_i)} + \frac{\alpha}{|B_0|} \sum_{i \in B_0} (1 - \overline{\text{JS}(\hat{x}_i || \hat{y}_i)}),
\]

where \( \alpha \) is a hyperparameter determining how much to weight the different-class loss over the same-class loss, and \( \text{JS}(x||y) \) is the Jensen-Shannon (JS) divergence defined as

\[
 \text{JS}(x||y) = \frac{1}{2} \text{KL}(x||m) + \frac{1}{2} \text{KL}(y||m),
\]

where \( \text{KL}(x||y) \) is the Kullback-Leibler (KL) divergence, and \( m = (x + y)/2 \). Thus, we attempt to minimise the JS divergence between same-class outputs, while maximising the divergence between different-class outputs. Additionally, the square root of the JS divergence, used here, is a metric satisfying the triangle inequality [31].

2.1. Entropy penalty

To ensure the interpretability of the output, we add a penalty term that attempts to minimise the entropy, i.e. the spread of the probability mass, in the output distribution. We use the normalised entropy, defined as

\[
 \bar{H}(x) = -\frac{1}{\log_2 D} \sum_{i=1}^{D} x_i \log_2 x_i.
\]

The normalisation ensures that the entropy is always bounded between 0 and 1, regardless of the number of outputs \( D \) of the model. Over a minibatch \( B \), the entropy loss function is given as

\[
 L_B(V; B) = \frac{1}{|B|} \sum_{i \in B} \left( \bar{H}(f(x_i; V)) + \bar{H}(f(y_i; V)) \right)
\]

The entropy penalty implicitly encourages sparsity in \( W \), as the only way to avoid spreading the probability mass across several outputs is for each row of \( W \) to only contain a single element close to 1. In summary, the complete loss over a minibatch \( B \) is as follows:

\[
 L(V; B) = L_B(V; B) + \lambda L_H(V; B)
\]

where \( \lambda \) is a hyperparameter.
2.2. Binarising the model

As the resulting model is sparse, we can construct an exact partition of the input classes. We do this by setting the largest element in each row in \( W \) to 1, and the remaining elements to 0, resulting in a binary \( W \). An optional further processing step is to binarise the output distribution by setting the largest output to 1 and the rest to 0; this can be thought of as taking the argmax of the output distribution.

3. Experiments

3.1. Data

To test our method we use the same data as the 2015 Zero Resource Speech Challenge. The challenge makes use of two corpora: The Buckeye corpus of conversational English [32] and the NCHLT speech corpus of read Xitsonga [33]. For the challenge only a subset of the data is used, consisting of 12 speakers for a total of 5 hours of data for the Buckeye corpus, and 24 speakers for a total of 2.5 hours of data for the NCHLT Xitsonga corpus. Additionally provided is voice activity information indicating segments containing clean speech, as well as labels indicating the identity of the speaker.

MFCC features were extracted from the data using a frame window length of 25 ms which was shifted 10 ms for each frame, an FFT resolution of 512 frequency steps, and 40 mel-spaced triangular filter banks. 13 coefficients with both delta and delta-delta features were used. The MFCCs corresponding to segments with voice activity were clustered using an implementation of a Gaussian mixture model (GMM) provided by scikit-learn [34]. The GMM was trained using the expectation maximisation algorithm, using \( M = 1024 \) Gaussians with diagonal covariance matrices, for a maximum of 200 iterations. After training, posteriograms were calculated for each frame.

The unsupervised term discovery yielded 6512 fragments and 3149 clusters for the Buckeye corpus, and 3582 fragments and 1782 clusters for the NCHLT Xitsonga corpus. 70% of the same-class and different-class fragment pairs were used for training, with the remaining pairs used for validation to determine when to interrupt the training of the models.

3.2. Model implementation

We used \( D = 64 \) outputs for all models. The models were trained using AdaMax [35] with the recommended default parameters. All frames used for training were shuffled once at the start of training, and a minibatch size of 1000 frame pairs was used. The models were trained until no improvement had been observed on the held-out validation set for 15 epochs, where one epoch is defined as one complete scan over the training data.

All network models were implemented in Python 3.5 using Theano [36] for automatic differentiation and GPU acceleration, Librosa [37] for feature extraction, scikit-learn [34] for various utilities, and numba [38] for accelerating the dynamic time warping code. The training was performed on a GeForce GTX Titan with 6 GB VRAM and 12 Intel i7-5930K cores clocked at 3.50 GHz, with 64 GB RAM.

3.3. Tuning the hyperparameters

Figure 1a shows the Jensen-Shannon and entropy losses after convergence as a function of \( \lambda \), with \( \alpha \) fixed at 1. We choose \( \lambda = 0.1 \), as little improvement of the entropy is seen for larger values. The fact that such a low value suffices to minimise the entropy suggests that the entropy is easy to optimise for.

To find an optimal \( \alpha \) we make use of the clusters discovered by the UTD system, choosing the \( \alpha \) that maximises the separation of the clusters. We use the silhouette [39] as a cluster separation measure, taking the distance between individual fragments to be the DTW score, with the symmetrised KL divergence as the frame-based distance, where each frame is represented as the output of the model being evaluated. The silhouette for different \( \alpha \) with \( \lambda \) fixed at 0.1, calculated on a subset of 1000 clusters, can be seen in figure 1b. The optimal value is found to be \( \alpha = 1.5 \) for both data sets.

3.4. Model evaluation

We train two models, one with \( \alpha = 1 \) and the other with \( \alpha = 1.5 \) to measure the influence of reweighting the losses. Both models are trained with an entropy penalty hyperparameter of \( \lambda = 0.1 \). We additionally construct an exact partition using the latter model, by binarising the weight matrix \( W \). Finally, we also evaluate how much performance is retained when further binarising the output of the model with binary \( W \).
To compare to the shallow models, and to get an idea of how the JS loss performs in general, we also build a deep network with two hidden layers of 500 sigmoid units each, with 64 softmax outputs. The network is trained using the JS loss with $\alpha = 1$. As softmax outputs are naturally sparse, we do not enforce any entropy penalty. For comparison we train the same architecture, albeit with 100 sigmoid outputs instead, using the coscos$^2$ loss of Synnaeve et al. [25]. This is the architecture used by Thiolliere et al. [26]. In place of posteriorgrams we use log-scale outputs of 40 mel-scaled filter banks, normalised to have zero mean and unit variance over the whole data set and with a context of 3 frames on both sides, for a total of 280 values as input to the deep networks.

We evaluate the models on the minimal-pair ABX task [40] using the toolkit provided for the Zero Resource Speech Challenge [13]. For the models with continuous output, the frame-based metric is chosen as the symmetrised Kullback-Leibler divergence (with the model output normalised as necessary). For the model with binary output, however, we use a distance of 0 for identical and 1 for non-identical vectors.

### 4. Results

The results of the ABX evaluation are shown in table 1, along with the silhouette for each model. The silhouette is calculated as in section 3.3; higher is better. The ABX scores are shown as the percentage of ABX triples for which the model answered incorrectly; lower is better. We show results for both the within-speaker and across-speaker ABX tasks.

We can see that in general, the silhouette seems to be indicative of the relative performance of the models on the ABX task, with well-performing models having a higher silhouette score. Among the shallow models, we see that rebalancing the same-class and different-class losses results in significant gains, with binarisation of the weights further improving the results. Unsurprisingly however, binarising the output as well severely worsens the results, likely due to too much information being discarded. We find that while the models perform worse than the current state-of-the-art [20], especially for Xitsonga, they were generally able to improve on the input posteriorgrams, especially for the across-speaker task.

The resulting shallow models are very sparse, with the average row-wise maximum weight of $W$ being 0.991 for English and 0.929 for Xitsonga, for $\alpha = 1.5$. This also results in only a subset of the available outputs being used, with 33 outputs receiving any probability mass when binarising the English model; for Xitsonga 35 outputs were used.

The deep model performs poorly when trained with the Jensen-Shannon loss. While the same architecture performing well when trained with the coscos$^2$ loss. Inspecting the average output of the deep model over the English data set, we found that only 6 outputs are actually used by the model. This suggests that the JS loss is more sensitive than the coscos$^2$ loss when it comes to balancing the same-class and different-class losses. Note that we were unable to replicate the results of Thiolliere et al. [26] using the coscos$^2$ loss.

### 5. Conclusions

A linear model for partitioning of posteriorgrams was introduced and applied to unsupervised learning of linguistic units in speech. The model was shown to be able to reduce the dimensionality of GMM posteriorgrams from 1024 to below 40, while simultaneously improving the across-speaker robustness. The model does not depend on the GMM, however, as it is able to take posteriorgrams generated from any probabilistic model as input, the only requirement being that the underlying true classes are disentangled in the input representation.

While the model depends on two hyperparameters, the hyperparameter search is alleviated somewhat by the ease of training the linear model. Additionally, the entropy penalty was shown to be easy to optimise for. The silhouette was shown to be indicative of ABX performance, enabling hyperparameter search without making use of the gold transcription.

The resulting model is sparse, easily interpretable, and robust to overfitting as a result of the low number of parameters and the regularisation imposed by the entropy penalty. This entropy penalty also results in only a subset of the outputs being used, making the model insensitive to the total number of available outputs. However, the Jensen-Shannon loss function used is sensitive to the balancing of the same-class and different-class losses, making it particularly unsuitable for deep architectures.

We believe that the disparity in performance between English and Xitsonga may be due to the lower number of speech fragment pairs obtained through unsupervised term discovery for Xitsonga. Further investigation is needed to assess why our model is more adversely affected by this than deeper models.
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