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Abstract
Speech Translation has been traditionally addressed with the concatenation of two tasks: Speech Recognition and Machine Translation. This approach has the main drawback that errors are concatenated. Recently, neural approaches to Speech Recognition and Machine Translation have made possible facing the task by means of an End-to-End Speech Translation architecture.

In this paper, we propose to use the architecture of the Transformer which is based solely on attention-based mechanisms to address the End-to-End Speech Translation system. As a contrastive architecture, we use the same Transformer to build the Speech Recognition and Machine Translation systems to perform Speech Translation through concatenation of systems.

Results on a Spanish-to-English standard task show that the end-to-end architecture is able to outperform the concatenated systems by half point BLEU.

Index Terms: End-to-End Speech Translation, Transformer

1. Introduction

The fields of Machine Translation (MT) and Automatic Speech Recognition (ASR) share many features, including conceptual foundations, sustained interest and attention of researchers in the field, a remarkable progress in the last two decades and the resulting wide popular use. Both ASR and MT have a long way to improve and, as a result, do not give perfect results. Speech Translation (ST) applications are typically created by combining ASR and MT systems [1, 2].

This pipeline implies that each system has to be trained with their own dataset (which are required to be large) creating a big drawback for low resourced languages. In addition, all errors made by the recognizer go to the MT system and then the MT system itself adds its own errors. The errors are combined, and the results are often very poor.

Deep learning architectures have allowed for end-to-end approaches for both machine translation [3] and speech recognition [4]. Both systems are based on an architecture of encoder-decoder with recurrent neural networks and attention mechanisms. This architecture has been successfully extended to end-to-end speech translation [5].

Recently, there has been a new proposed architecture for addressing machine translation [6]. Later, this architecture has also been used for speech recognition [7]. In both cases, the Transformer outperforms previous architectures based on recurrent neural networks. Inspired by these previous works, this paper describes how to adapt this architecture to end-to-end speech translation. The rest of the paper is organised as follows. Section 2 briefly describes the architecture of the Transformer to make this paper self-contained. Section 3 reports the details on the experimental part including databases, training parameters and results. Finally, 4 reports the final conclusions.

2. Transformer

The goal of this work is to build an End-to-End Speech Translation (ST) based on the Transformer [8]. This end-to-end task will be contrasted with the concatenation of the Automatic Speech Recognition (ASR) and Machine Translation (MT) systems, which are also built using the Transformer architecture. This section briefly describes this architecture.

As many neural sequence transduction models, the Transformer has an encoder-decoder structure. The main difference between it and any other models is that Transformer is entirely based on attention mechanisms [9] and point-wise, fully connected layers for both the encoder and the decoder. This makes it computationally cheaper than other architectures with similar test scores. The whole architecture of the Transformer is depicted in (Figure 1).

![Figure 1: Model architecture of the Transformer.](image)

2.1. Input/Output

Originally, the input of the Transformer is a sequence of words divided in sub-units denominated tokens. Once the text is turned into a tokenized version of the words, a matrix of real numbers collects the vectors (typically of size $d_{model}=512$).

If taken the raw input sequence as $x = (x_1, x_2, \ldots, x_m)$ and the embedded representation as $w = (w_1, w_2, \ldots, w_m)$ with $w_j \in \mathbb{R}^V$, then each $w_j$ is a column vector of the input matrix belonging to the space $\mathbb{R}^V$, with $V$ as the number of embeddings and $f$ the number of features of each embedding.

The decoder generates an output sequence corresponding to the
2.2. Positional encoding

The lack of recurrence and convolution in the model entails that no recurrence nor temporal information is available. A good way to keep the order of the sentence is adding positional encoding to the input embeddings at the bottoms of the encoder and decoder stacks.

What is used in Transformer is an element-wise vector \( p = (p_1, p_2, \ldots, p_m) \), with \( p_j \in \mathbb{R}^2 \), which is added to the original matrix.

2.3. Encoder

The encoder consists of a stack of \( N \) layers, each of them composed of two sub-layers: a multi-head attention mechanism and a fully-connected feed forward net, plus residual connections \(^2\) (referenced in Figure 1 as "Add") on both stages, followed by a layer of normalization.

The multi-head attention has several parallel attention layers, or heads, which concatenate attention functions with different linearly projected queries, keys and values.

2.4. Decoder

The decoder resembles the encoder but it is not completely equal. Although it is also a stack of \( N \) layers layers with sub-layers within them, a masked multi-head attention layer is added (apart from the common residual connections and layer normalization). The singular fact of the decoder is that at each step the model is auto-regressive, meaning that it uses the previously generated symbols as additional input when generating the next ones.

3. Experimental work

Our implementation of the Transformer is based on Tensor2Tensor \(^8\), or T2T for short, which is a library of deep learning models and datasets actively used and maintained by researchers and engineers within the Google Brain team and a community of users. As follows, we report the database used, the parameters to train the system and the results.

3.1. Database

The database used in this experiment is the Fisher Spanish and Callhome Spanish Corpus. The Fisher Spanish Corpus provides a set of speech and transcriptions developed by the Linguistic Data Consortium (LDC) which consists of audio files covering roughly 163 hours of telephone speech from 136 native Caribbean Spanish and non-Caribbean Spanish speakers.

The speech recordings consist of 819 telephone conversations of 10 to 12 minutes in duration. Full orthographic transcripts of these audio files are available in \(^3\)LDC2010T04. The audio files are available in \(^4\)LDC2010S01.

The CALLHOME Spanish Corpus consists of 120 unscripted telephone conversations between native speakers of Spanish. All calls, which lasted up to 30 minutes, originated in North America and were placed to international locations. Most participants called family members or close friends. The audio files of the CALLHOME Corpus are available at \(^4\)LDC2014T17. The transcripts of these audio files are available at \(^7\)LDC96T17. The transcript files are in plain-text, tab-delimited format (tdf) with UTF-8 character encoding. In order to adapt the transcript files for the Transformer, all the text was turned into capital letters as well as a reference number at the beginning of each sentence was added, consisting of six digits starting from "000000" to the last sentence and separated with a tabulator such as follows:

000000 HELLO
000001 ALO.
000002 ALO, BUENAS NOCHES. QUIÉN ES?
000003 QUÉ TAL, EH, YO SOY GUILLERMO, CÓMO ESTÁS?
000004 AH GUILLERMO.
...
003637 OH MY GOD.
003638 Mhm. Y NO LE PODIÁN HACER NADA, NO.
003639 MM.

The conversations were recorded as 2-channel mu-law sample data with 8000 samples per second (as captured from the public telephone network).

Table 1 shows the corpus statistics of the text dataset for Spanish-English.

<table>
<thead>
<tr>
<th>L</th>
<th>Set</th>
<th>S</th>
<th>W</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanish</td>
<td>Train</td>
<td>138819</td>
<td>1503003</td>
<td>57587</td>
</tr>
<tr>
<td></td>
<td>Dev1</td>
<td>3979</td>
<td>41271</td>
<td>6251</td>
</tr>
<tr>
<td></td>
<td>Dev2</td>
<td>3960</td>
<td>40072</td>
<td>5793</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>3979</td>
<td>40141</td>
<td>5888</td>
</tr>
<tr>
<td>English</td>
<td>Train</td>
<td>138819</td>
<td>1441090</td>
<td>37817</td>
</tr>
<tr>
<td></td>
<td>Dev1</td>
<td>3979</td>
<td>40015</td>
<td>5053</td>
</tr>
<tr>
<td></td>
<td>Dev2</td>
<td>3960</td>
<td>39799</td>
<td>5163</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>3960</td>
<td>39513</td>
<td>4739</td>
</tr>
</tbody>
</table>

Table 1: Corpus Statistics. Language (L), number of sentences (S), words (W), vocabulary (V).

For the MT experiment, we used the parallel text from LDC2014T23 available from LDC and in github \(^6\).

3.2. Parameters

For the experiments, we used three different architectures. These three architectures correspond to the ASR, MT and ST models.

The main hyperparameters used are detailed in Table 2. For the ASR/ST models the learning rate had a decay each

\[^{5}\text{https://catalog.ldc.upenn.edu/LDC96S35}\]
\[^{6}\text{https://catalog.ldc.upenn.edu/LDC2010T04}\]
\[^{7}\text{https://catalog.ldc.upenn.edu/LDC2014T23}\]
\[^{8}\text{https://github.com/joshua-decoder/fisher-callhome-corpus}\]
5000 steps and the learning rate warm-up steps set to 8000\(^9\). To adapt the speech features in the ASR encoder, we used the **conv relu conv** from tensor2tensor. As parameters, we used **mel filterbank** of 80 coefficients every 10 ms with a window of 25 ms. As preprocessing for the ASR inputs, we used the tensor2tensor options as follows **conv1d(inputs, filter size=1536, kernel size=9) + relu + conv1d(inputs, filter size=384, kernel size=1)**. The Transformer gets a vector of dimension 384 every 10 ms. Also for the speech part, a clarification of the input and target maximum sequence length is that to have an input maximum sequence length of 1550 means that only examples of transcriptions whose audio has less than 1550 frames are used, which implies that with frames of 10 ms the maximum size of the input audio frame is approximately 15.5 seconds in length. On the other hand, to have a target maximum sequence length of 350 means that the train transcripts are limited to a maximum size of 350 characters.

The speech models were trained on TPUs [10] following the suggested parameters for the librispeech task of the tensor2tensor library [11].

### 3.3. Training

When training, as there are several GPUs or TPUs, the parameters are applied to each one. To effectively the batch size is the numbers of GPUs (in this case 4 or 8 in a TPU) multiplied by the batch size. In each batch the parameters are updated using the stochastic gradient descend and the Adam optimizer [12].

Both the ASR/ST and MT systems use a character-based tokenization. This implies that the models look for the correlation of input and output sentences character by character.

### 3.4. Results

The evaluation of each model involving translation was done by computing the Bilingual Evaluation Understudy score (BLEU) [13]. The BLEU score is the most used for the field of MT and it compares the decoded sentence with the target sentence of the test set by looking into the modified \(n\)-gram precision. As for ASR evaluation, a commonly used metric is Word Error Rate (WER) [14], which is defined as the ratio of word errors (substitutions, deletions and insertions) to words processed. For the evaluation of ASR systems, punctuation marks were not taken into account.

![Figure 2: Speech Translation Example.](image)

Comparing ASR+MT concatenation and End-to-End Speech Translation, the results show that in terms of BLEU, the latter is slightly better than the former gaining 0.5 points of BLEU.

Figure 2 shows an example that when concatenating ASR and MT, the errors are also concatenated. The Spanish target word **BAILA (DANCE in English)**, when recognized with the model ASR ES, is misspelled and transcribed to the word **VAYA**, which has a very similar sound but totally different meaning. As a consequence, the final translation output cannot reproduce the word **DANCE**, which gives a strong meaning of context to the sentence. In this case, the end-to-end system is able to produce a better translation.

### 4. Conclusions

This paper proposes to use of the Transformer as main architecture for Speech Recognition, Machine Translation and Speech Translation. To the best of our knowledge, this is the first time that this promising architecture is used to reproduce an End-to-End Speech Translation system. BLEU results show that the End-to-End Speech Translation architecture provides slightly better results than the standard ASR and MT concatenation. Examples show that these better results are achieved by avoiding the concatenation of errors.

In future work, it would be interesting to train a system capable of doing multi-task learning [15]. This system would build several models and not only the one learning to translate from Spanish speech to English text. The new multi-task model would learn in addition Spanish Recognition and/or Spanish-to-English text translation.
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<table>
<thead>
<tr>
<th>Hparam</th>
<th>Text-to-Text (GPU)</th>
<th>ASR/ST (TPU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of encoder layers</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Number of decoder layers</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Gradient clipping</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Audio sampling rate</td>
<td>-</td>
<td>8000</td>
</tr>
<tr>
<td>Batch size</td>
<td>4096</td>
<td>16</td>
</tr>
<tr>
<td>Maximum length</td>
<td>256</td>
<td>125550</td>
</tr>
<tr>
<td>Input sequence maximum length</td>
<td>0</td>
<td>1550</td>
</tr>
<tr>
<td>Target sequence maximum length</td>
<td>0</td>
<td>350</td>
</tr>
<tr>
<td>Adam optimizer</td>
<td>$\beta_1 = 0.9$, $\beta_2 = 0.997$, $\epsilon = 10^{-9}$</td>
<td>$\beta_1 = 0.9$, $\beta_2 = 0.997$, $\epsilon = 10^{-7}$</td>
</tr>
<tr>
<td>Attention layers</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Initializer gain</td>
<td>uniform unit scaling</td>
<td>uniform unit scaling</td>
</tr>
<tr>
<td>Initializer</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Training steps</td>
<td>250000</td>
<td>210000</td>
</tr>
</tbody>
</table>

Table 2: Training parameters.

<table>
<thead>
<tr>
<th>System</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR ES (TPU)</td>
<td>38.02 (WER)</td>
</tr>
<tr>
<td>MT (GPU)</td>
<td>55.05 (BLEU)</td>
</tr>
<tr>
<td>ASR + MT (TPU/GPU)</td>
<td>19.97 (BLEU)</td>
</tr>
<tr>
<td>ASR EN (TPU)</td>
<td>20.47 (BLEU)</td>
</tr>
</tbody>
</table>

Table 3: Results of the model evaluation. ASR ES stands for the speech recognition with Spanish transcriptions as target. ASR EN stands for the speech recognition with English transcriptions as target.