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Abstract

The lack of resources to train end-to-end Speech Translation models hinders research and development in the field. Although recent efforts have been made to prepare additional corpora suitable for the task, few resources are currently available and for a limited number of language pairs. In this work, we describe mintzai-ST, a parallel speech-text corpus for Basque-Spanish in both translation directions, prepared from the sessions of the Basque Parliament and shared for research purposes. This language pair features challenging phenomena for automated speech translation, such as marked differences in morphology and word order, and the mintzai-ST corpus may thus serve as a valuable resource to measure progress in the field. We also describe and evaluate several ST model variants, including cascaded neural components, for speech recognition, machine translation, and end-to-end speech-to-text translation. The evaluation results demonstrate the usefulness of the shared corpus as an additional ST resource and contribute to determining the respective benefits and limitations of current alternative approaches to Speech Translation.

Index Terms: Speech Translation, Basque, Spanish, Corpus

1. Introduction

Deep Learning approaches to natural language processing have achieved significant results in the past years, notably in the fields of machine translation [1, 2] and speech recognition [3, 4]. The possibility to train end-to-end models, in particular, has proved fruitful, building on the ability of artificial neural networks to jointly learn different aspects of a task under a data-driven approach. Speech translation (ST) has been traditionally modelled under a cascaded approach, chaining automated speech recognition (ASR) and machine translation (MT) systems, with task-specific to optimise information communication between components [5, 6, 7]. Although the dominant approach to the task, systems relying on cascaded components are prone to error propagation and end-to-end neural approaches to ST have been explored in recent years as an alternative [8, 9, 10]. While preliminary results with end-to-end systems have shown promises, cascaded systems still obtain better results overall on standard evaluation datasets [11]. One of the main factors for this state of affairs is the scarcity of parallel speech-text and speech-speech corpora, in contrast with the comparatively larger amounts of data available to train separate ASR and MT models, for some language pairs at least.

The paucity of resources to train end-to-end ST systems has led to recent efforts in developing additional parallel corpora suitable for the task, notably the multilingual MuST-C [12] and Europarl-ST [13] corpora. For some language pairs, however, no parallel resources are readily available, as is the case for Basque-Spanish, for instance. This is particularly limiting considering that languages such as Basque exhibit a number of marked linguistic properties, notably rich morphology and relatively free word order, which can represent a challenge for natural language processing tasks in general, and automated translation in particular [15, 14].

In this work, we describe mintzai-ST, a Basque-Spanish parallel speech-text corpus based on the plenary sessions of the Basque Parliament and shared with the scientific community. We evaluate its usefulness for speech translation, by training and evaluating state-of-the art models under both cascaded and end-to-end approaches. To our knowledge, these are the first comprehensive results in terms of speech translation for this language pair, made possible by the production of specific datasets for the task. With approximately 480 hours of audio and 3.3M target words for Spanish to Basque, 190 hours and 1.5M words for Basque to Spanish, the mintzai-ST corpus enables end-to-end training and comparisons with cascaded models, thus providing a basis for further research on alternative approaches to speech translation in a relatively difficult language pair.

The remainder of this paper is organised as follows: Section 2 describes the data acquisition process and statistics of the corpus; in Section 3 we describe the different models that were built for Basque-Spanish speech translation, including cascaded and end-to-end models; Section 4 discusses the results of the comparative model evaluation on the mintzai-ST datasets; finally, Section 5 draws the main conclusions from this work.

2. Corpus description

The corpus was created from the proceedings of the Basque Parliament from 2011 to 2018, a period of time where audio, transcriptions and translations were publicly available. Speakers expressed themselves in either Basque or Spanish, with a majority of interventions in the latter overall; professional transcriptions and translations were then produced into Spanish and Basque, respectively. We describe below the main processes related to data acquisition and preparation of the final corpus.

2.1. Data acquisition

Raw data were first obtained by crawling the web sites where the official plenary sessions are made available: transcriptions and translations were available at http://www.legebiltzarrara.eus; videos of the sessions at: https://www.irekia.euskadi.eus.

Texts from the sessions were available as bilingual PDF files, with content in each language provided in a dedicated col-

1 The only potential speech translation resource we are aware of for this language pair is the EuskolParl corpus [14], which is based on similar sources as mintzai-ST with the main differences that it is not a parallel speech-text corpus and, to our knowledge, is not publicly available.
umn: one for the transcription of the session and the other for its translation. The content was extracted from the PDF files with PDFtoText\(^2\) and boilerplate removal was performed with in-house content-specific scripts. Since the translations were made at the paragraph level for the most part [14], paragraph-level information was maintained.

Videos were provided in different formats over the years (.flv, .webm and .mp4), and audio extraction was performed with FFmpeg\(^3\). The mapping between videos and reports was performed via inferences from the respective files metadata whenever possible. In most cases, the available information was not sufficient to map video and PDF files with absolute confidence, with multiple and sometimes duplicate videos in many cases\(^4\); manual revision and mapping were therefore performed throughout this task.

The statistics for the collected raw data are shown in Table 1.

<table>
<thead>
<tr>
<th>YEAR</th>
<th>VIDEOS</th>
<th>PDF</th>
<th>HOURS</th>
<th>WORDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>43</td>
<td>21</td>
<td>86.51</td>
<td>132,595</td>
</tr>
<tr>
<td>2012</td>
<td>38</td>
<td>21</td>
<td>117.94</td>
<td>173,199</td>
</tr>
<tr>
<td>2013</td>
<td>67</td>
<td>38</td>
<td>215.00</td>
<td>306,621</td>
</tr>
<tr>
<td>2014</td>
<td>60</td>
<td>30</td>
<td>176.83</td>
<td>252,887</td>
</tr>
<tr>
<td>2015</td>
<td>41</td>
<td>27</td>
<td>134.10</td>
<td>195,112</td>
</tr>
<tr>
<td>2016</td>
<td>38</td>
<td>21</td>
<td>113.85</td>
<td>170,608</td>
</tr>
<tr>
<td>2017</td>
<td>49</td>
<td>33</td>
<td>173.57</td>
<td>250,862</td>
</tr>
<tr>
<td>2018</td>
<td>34</td>
<td>26</td>
<td>128.38</td>
<td>207,910</td>
</tr>
<tr>
<td>TOTAL</td>
<td>370</td>
<td>217</td>
<td>1,146.18</td>
<td>18,625,252</td>
</tr>
</tbody>
</table>

2.2. Alignment and filtering

As a first step, metadata were filtered from the PDF-extracted text, and source and target files were extracted from the text in the original columns, preserving paragraph-level alignments. Speaker information was usually located at the beginning of a paragraph and was extracted when available.\(^5\)

As a second step, language identification was performed on each paragraph. Since any error at this stage would propagate to subsequent processes, special attention was paid to ensuring correct language identification by employing two separate tools on the content: TextCat and the language identifier of the OpenNER project [16].\(^6\) Paragraphs were discarded if either tool produced different results as their topmost identified language, or if neither tool identified either one of the expected languages; in all other cases, we retained the identified language, by either one or both of the tools.

The third step involved forced alignment, where each word in the source transcription was aligned to a section of the corresponding audio file via source and time indications. This step was performed with the Kaldi toolkit [17], using a bilingual model to reduce the impact of remaining language identification uncertainties. Alignment was performed with different beam sizes (10, 100, 1000 and 10000) and all content was aligned.

At this stage, the source and target files were split on the basis of the previous alignment information, with one paragraph per file. Forced alignment was then applied again, this time with a monolingual model and a small beam size of 1, with a retry beam of 2, to discard alignment errors and non-literal transcriptions.

Since translation models require specific sentence-based training bitexts, the previously aligned paragraphs were further prepared with sentence splitting, tokenisation and truecasing. All operations were performed with the scripts from the Moses toolkit [18]. Sentence-level alignments were then computed with the Hunalign toolkit [19], with an alignment probability of 0.4.

The filtered and aligned data were then randomly split into train, dev and test subsets of triplets consisting of audio, transcription and translation. Triplets were removed from the test sets if the transcription-translation pair appeared in the training set as well. This measure was adopted to account for the fact that even minor acoustic differences might make a triple differ from another, even though the transcription-translation pair would be a duplicate for the machine translation component. Stricter removal along the previous lines allowed for a fair comparison between cascaded and end-to-end models, and made for a more difficult test set as it mainly discarded acoustic variants of greetings and salutations.

The statistics for the mintzai-ST corpus, for Basque to Spanish and Spanish to Basque, are shown in Table 2. The corpus is shared under the Creative Commons CC BY-NC-ND 4.0 license and is available at the following address: https://github.com/vicomtech.\(^7\)

3. Speech translation models

In this section, we describe the different models and components built to measure the usefulness of the prepared corpus as a basis for speech translation, on the one hand, and to identify the relative benefits and limitations of the different modelling alternatives on the other hand. Two main approaches are described in the next section: cascaded models, based on state-of-the-art components for speech recognition and machine translation, and end-to-end neural speech translation models.

3.1. Cascaded models

The speech-to-text cascaded models are based on separate components for speech recognition and machine translation, each trained on their own datasets, either on the in-domain mintzai-ST corpus only or on a combination of the corpus with additional data. We describe each component in turn below.

For the additional dataset, we favoured publicly available corpora close to the mintzai-ST domain which would allow for a straightforward reproduction of our results. For this language pair, only text-based datasets were available with these characteristics and we selected the OpenDataEuskadi corpus [15], prepared from public translation memories by the translation services of the Basque public administration.\(^8\) This corpus is close enough to the mintzai-ST domain to be meaningfully combined and large enough to contribute significantly to differ-

\(^2\)This specific extraction tool was selected as it preserved column-based alignments.

\(^3\)https://www.ffmpeg.org/

\(^4\)For each session, there were between 1 and 7 videos, and 1 and 2 PDF files.

\(^5\)182 speakers were identified overall.

\(^6\)Available at the following addresses, respectively: https://github.com/Trey314159/TextCat and https://github.com/opener-project/language-identifier.

\(^7\)The providers of the original content have granted permission for its use without additional restrictions.

\(^8\)The corpus is available at the following address: http://hltshare.fbk.eu/IWSLT2018/OpendedaBasqueSpanish.tgz.
Table 2: mintzai-ST: final corpus statistics

<table>
<thead>
<tr>
<th>SRC</th>
<th>TGT</th>
<th>PARTITION</th>
<th>HOURS</th>
<th>SENTENCES</th>
<th>SRC WORDS</th>
<th>TGT WORDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>EU</td>
<td>TRAIN</td>
<td>468.16</td>
<td>175,826</td>
<td>4,512,294</td>
<td>3,328,172</td>
</tr>
<tr>
<td>ES</td>
<td>EU</td>
<td>DEV</td>
<td>180.96</td>
<td>85,409</td>
<td>1,149,803</td>
<td>1,536,695</td>
</tr>
<tr>
<td>ES</td>
<td>EU</td>
<td>TEST</td>
<td>2.60</td>
<td>1,000</td>
<td>25,359</td>
<td>18,566</td>
</tr>
<tr>
<td>ES</td>
<td>EU</td>
<td>TEST</td>
<td>2.23</td>
<td>1,000</td>
<td>13,831</td>
<td>18,567</td>
</tr>
<tr>
<td>ES</td>
<td>EU</td>
<td>TEST</td>
<td>7.89</td>
<td>2,788</td>
<td>74,758</td>
<td>55,283</td>
</tr>
<tr>
<td>ES</td>
<td>EU</td>
<td>TEST</td>
<td>6.35</td>
<td>2,300</td>
<td>37,706</td>
<td>51,003</td>
</tr>
</tbody>
</table>

3.1.1. Speech recognition

Two speech recognition architectures, based on end-to-end models and Kaldi based systems, were trained and evaluated to test their performance on the new compiled corpus.

The end-to-end speech recognition systems were based on the Deep Speech 2 architecture [20] for both languages, and were set up with a sequence of 2 layers of 2D convolutional neural networks followed by 5 layers of bidirectional GRU layers and a fully-connected final layer. The output corresponds to a softmax function which computes a probability distribution over characters. Stochastic Gradient Descent (SGD) was used as optimiser and the input consisted of Mel-scale based spectrograms, which were dynamically augmented through the SpecAugment technique [21]. The models were estimated using only audios lasting less than 40 seconds, due to training memory constraints, with a learning rate of 0.0001 annealed by a constant factor of 1.08 for a total of 60 training epochs.

The Kaldi recognition systems were built with the nnet3 DNN setup, and using the so-called chain acoustic model based on a factorised time-delay neural network (TDNN-F) [22], which reduces the number of parameters of the network by factorising the weight matrix of each TDNN layer into the product of two low-rank matrices. Our TDNN-F models consisted of 16 TDNN-F layers with an internal cell-dimension of 1536, a bottleneck-dimension of 160 and a dropout schedule of ‘0.0@0.2,0.5@0.5’. The number of training epochs was set to 4, with a learning rate of 0.00015 and a minibatch size of 64. The input vector corresponded to a concatenation of 40 dimensional high-resolution MFCC coefficients, augmented through speed (using factors of 0.9, 1.0, and 1.1) [23] and volume (with a random factor between 0.125 and 2) [24] perturbation techniques, and the appended 100 dimensional iVectors.

Language models were 5-gram models with modified Kneser-Ney smoothing, estimated with the KenLM toolkit [25], and were used as either a component of Kaldi-based systems or to rescore the end-to-end models’ hypotheses.

Finally, the capitalisation models were trained with the re-casing tools provided by the Moses open-source toolkit [18], while the punctuation module consisted of a bidirectional RNN model built with out-of-domain data from the broadcast news domain and using the Punctuator2 toolkit [26].

3.1.2. Machine translation

All machine translation models in the experiments reported below were based on the Transformer architecture [2], built with the MarianNMT toolkit [27].

The models consisted of 6-layer encoders and decoders and 8 attention heads. The Adam optimiser was used with parameters \( \alpha = 0.0003, \beta_1 = 0.9, \beta_2 = 0.98 \) and \( \epsilon = 10^{-9} \). The learning rate was set to increase linearly for the first 16,000 training steps and decrease afterwards proportionally to the inverse square root of the corresponding step. The working memory was set to 8000MB and the largest mini-batch was automatically chosen for a given sentence length that fit the specified memory. The validation data were evaluated every 5,000 steps for models trained on larger out-of-domain datasets and every epoch otherwise; training ended if there was no improvement in perplexity after 5 consecutive checkpoints. Embeddings were of dimension 512, tied between source and target, and all datasets were segmented with BPE [28], using 30,000 operations.

3.2. End-to-end models

End-to-end ST models were trained on the in-domain speech-text corpus, using the Fairseq-ST toolkit\(^9\), which supports different types of sequence-to-sequence neural models [29]. The variant selected for the experiments is the Transformer model enhanced for ST described in [30], more specifically the variant the authors refer to as the S-Transformer.

The model follows the standard Transformer architecture with 6 layers self-attentional encoder and decoder, but adds layers prior to the Transformer encoder, to model 2D dependencies. The audio input is provided to the model in the form of sequences of MEL filters, encoded first by two CNNs to model 2D-invariant features, followed by two 2D self-attention layers to model long-range context. The output of the stacked 2D self-attention layers undergoes a linear transformation, followed by a ReLU non-linearity, and is summed with the positional encoding, prior to feeding the Transformer encoder.

We diverged from the implementation described in [30] on one important aspect. Character-based decoding was replaced with subword decoding, using the previously described BPE models, as the former faced consistent issues, resulting in subpar performance; an identical setup with subwords produced significantly better results overall. Further exploration of these differences between translation pairs is left for future research.

4. Comparative evaluation

We first performed an evaluation centred on cascaded models, where a number of variants could be prepared based on different ASR approaches or different types and volumes of training data.

\(^9\)https://github.com/mattiadg/FBK-Fairseq-S
The variants include: ASR models trained with either an end-to-end neural model (E2E) or the Kaldi toolkit (KAL); ASR and MT models trained on either in-domain data only (IND) or on a combination of in-domain and out-of-domain data (ALL), by integrating the OpenDataEuskadi dataset to train the language and casing models for speech recognition, and the translation models for the MT component; MT models obtained by fine-tuning (FT) models trained on the out-of-domain dataset with the in-domain data.

The results for the cascaded variants on the mintzai-ST test sets, in terms of word error rate (WER) and BLEU [31], are shown in Table 3. All results in the table were computed with ASR output that includes punctuation, generated with the previously mentioned punctuation models. To measure the impact of punctuation on the overall process, differences between BLEU scores obtained with and without punctuation, in that order, are also shown in the table ($\Delta$PUNC).

Table 3: Evaluation results on cascaded variants

<table>
<thead>
<tr>
<th>LANG</th>
<th>ASR</th>
<th>MT</th>
<th>WER</th>
<th>BLEU</th>
<th>$\Delta$PUNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-ES</td>
<td>E2E</td>
<td>IND</td>
<td>14.43</td>
<td>28.4</td>
<td>+1.0</td>
</tr>
<tr>
<td>EU-ES</td>
<td>E2E</td>
<td>ALL</td>
<td>14.12</td>
<td>28.4</td>
<td>+0.8</td>
</tr>
<tr>
<td>EU-ES</td>
<td>E2E</td>
<td>ALL</td>
<td>14.43</td>
<td>33.3</td>
<td>+2.4</td>
</tr>
<tr>
<td>EU-ES</td>
<td>E2E</td>
<td>ALL</td>
<td>14.12</td>
<td>33.4</td>
<td>+2.3</td>
</tr>
<tr>
<td>EU-ES</td>
<td>E2E</td>
<td>FT</td>
<td>14.43</td>
<td>33.3</td>
<td>+2.4</td>
</tr>
<tr>
<td>EU-ES</td>
<td>KAL</td>
<td>IND</td>
<td>12.07</td>
<td>29.2</td>
<td>+0.9</td>
</tr>
<tr>
<td>EU-ES</td>
<td>KAL</td>
<td>ALL</td>
<td>11.78</td>
<td>29.4</td>
<td>+1.1</td>
</tr>
<tr>
<td>EU-ES</td>
<td>KAL</td>
<td>ALL</td>
<td>12.07</td>
<td>34.7</td>
<td>+2.6</td>
</tr>
<tr>
<td>EU-ES</td>
<td>KAL</td>
<td>ALL</td>
<td>11.78</td>
<td>34.7</td>
<td>+2.7</td>
</tr>
<tr>
<td>EU-ES</td>
<td>KAL</td>
<td>FT</td>
<td>12.07</td>
<td>33.7</td>
<td>+2.5</td>
</tr>
<tr>
<td>EU-ES</td>
<td>KAL</td>
<td>ALL</td>
<td>11.78</td>
<td>33.9</td>
<td>+2.6</td>
</tr>
<tr>
<td>ES-EU</td>
<td>E2E</td>
<td>IND</td>
<td>8.26</td>
<td>20.6</td>
<td>+1.3</td>
</tr>
<tr>
<td>ES-EU</td>
<td>E2E</td>
<td>ALL</td>
<td>8.15</td>
<td>20.6</td>
<td>+1.3</td>
</tr>
<tr>
<td>ES-EU</td>
<td>E2E</td>
<td>ALL</td>
<td>8.26</td>
<td>22.0</td>
<td>+1.0</td>
</tr>
<tr>
<td>ES-EU</td>
<td>E2E</td>
<td>ALL</td>
<td>8.15</td>
<td>22.0</td>
<td>+1.1</td>
</tr>
<tr>
<td>ES-EU</td>
<td>E2E</td>
<td>FT</td>
<td>8.26</td>
<td>21.5</td>
<td>+1.3</td>
</tr>
<tr>
<td>ES-EU</td>
<td>KAL</td>
<td>IND</td>
<td>7.32</td>
<td>20.9</td>
<td>+1.4</td>
</tr>
<tr>
<td>ES-EU</td>
<td>KAL</td>
<td>ALL</td>
<td>7.21</td>
<td>20.9</td>
<td>+1.3</td>
</tr>
<tr>
<td>ES-EU</td>
<td>KAL</td>
<td>ALL</td>
<td>7.23</td>
<td>22.5</td>
<td>+1.2</td>
</tr>
<tr>
<td>ES-EU</td>
<td>KAL</td>
<td>ALL</td>
<td>7.21</td>
<td>22.7</td>
<td>+1.5</td>
</tr>
<tr>
<td>ES-EU</td>
<td>KAL</td>
<td>FT</td>
<td>7.23</td>
<td>21.9</td>
<td>+1.2</td>
</tr>
<tr>
<td>ES-EU</td>
<td>KAL</td>
<td>ALL</td>
<td>7.21</td>
<td>22.0</td>
<td>+1.4</td>
</tr>
</tbody>
</table>

Regarding the overall translation quality, as measured in terms of BLEU scores at least, the results are in line or higher than typical results in similar tasks [11]. One explanation for higher marks is the domain specificity of the corpus, with recurrent topics and typical expressions. Nonetheless, the corpus also features challenging characteristics for automated speech translation, such as the use of Basque dialects or the idiosyncratic properties of the two languages at hand.

From the previous evaluation, we selected the best cascaded variants based on either in-domain or all data and compared with the end-to-end speech translation models, in both translation directions. The comparative results on the mintzai-ST test sets are shown in Table 4, where $BP$ indicates the brevity penalty computed within the BLEU metric.

Table 4: Results on cascaded and end-to-end models

<table>
<thead>
<tr>
<th>LANG</th>
<th>MODEL</th>
<th>ASR</th>
<th>MT</th>
<th>WER</th>
<th>BLEU</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-ES</td>
<td>CAS</td>
<td>IND</td>
<td>IND</td>
<td>12.07</td>
<td>29.2</td>
<td>0.913</td>
</tr>
<tr>
<td>EU-ES</td>
<td>CAS</td>
<td>ALL</td>
<td>ALL</td>
<td>11.78</td>
<td>34.7</td>
<td>0.978</td>
</tr>
<tr>
<td>EU-ES</td>
<td>E2E</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>17.0</td>
</tr>
<tr>
<td>ES-EU</td>
<td>CAS</td>
<td>IND</td>
<td>IND</td>
<td>7.23</td>
<td>20.9</td>
<td>0.954</td>
</tr>
<tr>
<td>ES-EU</td>
<td>CAS</td>
<td>ALL</td>
<td>ALL</td>
<td>7.21</td>
<td>22.7</td>
<td>0.969</td>
</tr>
<tr>
<td>ES-EU</td>
<td>E2E</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12.9</td>
</tr>
</tbody>
</table>

The most notable result from this evaluation is the large difference in terms of BLEU between the cascaded and the end-to-end variants under similar conditions, i.e., using only the in-domain data. Under these conditions, the end-to-end variant was outperformed by 12.2 and 8 BLEU points in EU-ES and ES-EU, respectively. Since the conditions were similar, with relatively small amounts of training data, this large gap may be attributed to the relative dependency of the end-to-end model on larger volumes of training data. Given the noticeably better results obtained with cascaded end-to-end components, alternative end-to-end ST approaches that increase in terms of robustness in low-resource scenarios will need to be further explored.

Interestingly, the end-to-end model produces translations which are closer in length to the human references, as shown by results in terms of brevity penalty. Although further analyses of these aspects will be warranted, these results indicate that the end-to-end systems built for these experiments may be modelling aspects of the speech translation process which are not fully captured by their cascaded counterparts.

5. Conclusions

We described mintzai-ST, the first publicly available corpus for speech translation in Basque-Spanish, shared with the community to support research in the field. The corpus enables development and evaluation of end-to-end or cascaded ST models, and we presented the first results along these lines for this challenging language pair.

In future work, we will prepare variants of the corpus with varying alignment constraints, to measure the impact of larger amounts of training data, in particular for end-to-end models. We will also carry additional analyses of the relative strengths and weaknesses of different ST architectures, building upon the preliminary results described in this paper. Finally, we will explore speech-to-speech variants of this corpus, by means of speech synthesis, to provide further support to research on speech-to-speech translation.
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