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ABSTRACT

In this paper, we address the issue of deriving and using more realistic pronunciations to represent words spoken in natural conversational speech. Previous approaches include using automatic phoneme-based rule-learning techniques [1, 2, 7], linguistic transformation rules [4, 8], and phonetically hand-labelled corpus [3] to expand the number of pronunciation variants per word. While rule-based approaches have the advantage of being easily extendible to infrequent or unobserved words, they suffer from the problem of over generalization. Using hand-transcribed data, one can obtain a more concise set of new pronunciations but it cannot be extended to unobserved or infrequently occurring words. In this paper, we adopt the hand-labelled corpus scheme to improve pronunciations for frequent multi- and single words occurring in the training data, while using the rule-based techniques to learn pronunciation variants and their weights for the infrequent words. Furthermore, we experiment with a new approach for speaker-dependent pronunciation modeling. The newly expanded dictionaries are evaluated on the Switchboard and Callhome corpora, giving a slight reduction in word recognition error rate.

1. INTRODUCTION

Spontaneous speech tends to alter the canonical pronunciations of words, therefore in pronunciation modeling, we try to derive and use more realistic pronunciations to represent words spoken in conversational speech. For example, the word “because” is often observed in conversation speech with a full or a reduced vowel in the initial syllable, or sometimes the entire initial syllable is dropped to result in “ca’se”. Another frequently observed phenomenon relates to multi-words, where contractions and reductions at word boundaries result in a word pair sounding like a single word; examples include “sort of” being reduced to “sorta”, or “going to” being compressed to “gonna”. Current approaches to modeling such pronunciation variations include using automatic phoneme-based rule-learning techniques [1, 2, 7], linguistic transformation rules [4, 8], and phonetically hand-transcribed corpus [3]. While rule-driven approaches have the advantage (over using hand-transcribed data) of being easily extendible to infrequent or unobserved words, they typically suffer from the problem of over generalization.

The work reported here starts off with a conservative approach. Adopting from the experience gained in [3], we obtain the initial pool of pronunciation variants for the frequent multi- and single words from a phonetically hand-transcribed sample of Switchboard data [5]. Each pronunciation variant from the pool is then assigned a weight based on the frequency of occurrence in the complete training set available. Low frequency pronunciation variants are pruned to provide an expanded dictionary. We further improve this initial dictionary to include (i) pronunciation variants for infrequent words using existing linguistic transformation rules [4, 8], and (ii) speaker adapted pronunciation weights.

The paper is organized as follows. In Section 2.1, we describe our data-driven technique for enhancing the lexicon with multi-words, and new pronunciation variants and pronunciation weights for the frequent single words. In Section 2.2, we expand this baseline system with pronunciation variants for infrequent words in our dictionary. Section 2.3 describes our approach for speaker-dependent pronunciation modeling. Experimental results on the Switchboard corpus are presented in Section 3. Section 4 concludes with a discussion of the experimental results and future work.

2. PRONUNCIATION MODELING

2.1. Baseline System

The BBN canonical Switchboard dictionary contains approximately 25,000 words, and on the average, each word has about 1.1 pronunciations. Spontaneous conversational speech tends to have a lot more pronunciation variability than can be captured by the canonical pronunciations. We therefore focused first on improving the baseline dictionary by adding pronunciation variants for the frequent words, word pairs and word triplets. As mentioned earlier, word pairs and triplets are particularly useful for capturing contraction and reduction effects across word boundaries. All words and multi-words observed at least 40 times in training are considered to be “frequent”.

Typically, pronunciation variants are derived from the output of automatic phone recognition systems [1, 2]. However, given the high phone recognition error rates for the Switchboard corpus, we preferred to extract pronunciation variants for the frequent multi- and single words from a small phonetically transcribed sample of the Switchboard data [5, 3]. As was found by other researchers, overgenerating multiple pronunciations in the dictionary in-
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increases word confusability during recognition, often nullifying the advantages of modeling pronunciation variability. To avoid problems from over-generation, we performed an iterative forced Viterbi alignment procedure on the training data using the expanded dictionary. All pronunciation variants selected less than 5% of the time were pruned out to result in a smaller set of robust pronunciation variants.

There are three issues critical to using such an expanded dictionary in state-of-the-art recognition systems: (i) estimation of pronunciation weights (or costs for the different pronunciation variants), (ii) treatment of multi-words in the n-gram language model, and (iii) acoustic retraining of the pronunciations using phonetic transcriptions of the training data obtained with the expanded dictionary.

First, for the frequent words we estimated pronunciation weights using the relative frequency of the observed variants in the Viterbi-aligned training data. Adding gender-dependence to the pronunciation weight estimation did not improve recognition performance; on the other hand, using all the training data, independent of gender, resulted in more accurate pronunciation weights giving improved recognition performance. Second, we investigated two alternative approaches to multi-word language modeling: one where multi-words are treated as a single unit, and another in which where each token in the multi-word is modeled independently. Contrary to the observations made in [4], our studies indicated that each multi-word should be treated as a single unit to capture a wider language model context at the expense of having fewer n-gram training samples for the individual tokens. Third, we retrained our acoustic models based on the Viterbi-aligned training data using the expanded dictionary. Again, contrary to results reported in [4, 3], acoustic retraining did not result in performance improvements.

2.2. Rule-Based Dictionary Expansion

The pronunciation modeling approach described in Section 2.1 does not generalize to infrequent words; an advantage often found with using rule-based expansion techniques. However, the phonetically transcribed Switchboard sample does provide a reasonably tight set of pronunciation variants for the frequent words. To exploit the advantages from both the data-driven and the rule-based expansion techniques, we apply pronunciation transformation rules only to infrequent words whose pronunciation variants and weights cannot be accurately derived from the phonetic transcriptions.

The pronunciation variants of infrequent words are first derived using a subset of the rules described in [4, 8]. The pronunciation weights for the new variants are then estimated using decision trees via SPLITS. The probability of a rule being applied, \( P(r_i) \), is estimated using a set of questions \( Q = q_1, q_2, \ldots, q_r \) based on:

- the number of times a rule-generated pronunciation occur in the training data,
- 37 questions on each of the left and right context, center on the transformed phoneme (e.g. “is the left phone a liquid?”?, “is the right phone a word boundary?”),
- the number of times the word is seen in the training data, and
- the length of the word in terms of the number of phonemes.

The trees are grown to minimize the error rate of predicting whether a rule should be applied or not. We grow one tree per pronunciation rule. Let \( r^1 \) be the rules which match the base-form of word, \( w_j \), and are used to derive pronunciation variant \( i \). Let \( r^2 \) be the rules which match with the base-form of word, \( w_j \), but are not used to derive pronunciation variant \( i \). The weight for each pronunciation variant, \( p_i^j \), of each word \( w_j \) is estimated as given in [4, 8]

\[
p_i^j = \frac{\prod_i P(r_i^1) \prod_i (1 - P(r_i^2))}{Z}
\]

where \( Z \) is the normalizing factor so that for each word \( w_j \),

\[
\sum_i p_i^j = 1.
\]

2.3. Lexical Adaptation

In our work we have found that weighting the pronunciation variants by their probability of occurrence is crucial. Our baseline approach described in the previous section estimates the pronunciation weights in a speaker independent (SI) fashion, that is it assumes that the pronunciation weights are the same for all speakers. Since speakers are different (for example, different speaking rates can result in different pronunciation weights), it is natural to look for techniques that adapt these weights to the patterns of a new speaker.

Similar to speaker adaptation, the main challenge here is that we have too many parameters (equal to the number of alternative pronunciations in the dictionary, which is of the order of thousands) and too few observations (a 5 minute conversation contains roughly 1000 word occurrences, and the subset of these words that have pronunciation variants is small). Hence, in order to successfully adapt the pronunciation weights we have to first cluster the variants together, then modify their probabilities in a constrained manner.

Tying pronunciation variants The tying of the pronunciation variants can be achieved with a rule based approach. For example, if we want just a few clusters we can group the variants based on whether the pronunciation change happens on the boundary or in the middle of a word, based on whether the change is a deletion, insertion or substitution of a phoneme or combinations of the above. To get more detailed clusters we can look at what happens at phoneme classes.

Automatic ways of clustering can be introduced by looking at the co-occurrence of pronunciation for each speaker: if two pronunciation variants change in tandem for all speakers, we will assume that their probabilities (pronunciation weights) will, too.
Adapting the pronunciation weights. We start by parameterizing the pronunciation probability for variant i, $p_i$, as

$$p_i(\alpha) = \frac{\exp(\alpha + \gamma_i)}{1 + \exp(\alpha + \gamma_i)}$$

where $\alpha$ is a parameter shared by all variants that belong to the same cluster and $\gamma_i$ are variant specific. Let $p_i(0)$ be the SI pronunciation weight. Solving for $\gamma_i$, we get

$$\gamma_i = \ln \frac{p_i}{1 - p_i}.$$ 

With data from a new speaker, we will re-estimate $\alpha$ so as to increase the likelihood of the observed variants. Assume that for each speaker, we observe $n_i$ occurrences of pronunciation variant $i$ out of $N_i$ possible ones. Then the likelihood of the pronunciation cluster is

$$L(\alpha) = \prod_i p_i(\alpha)^{n_i} (1 - p_i(\alpha))^{N_i - n_i}$$

and we select the value for $\alpha$ such that the above quantity or its log is maximized. The derivative of the log-likelihood with respect to $\alpha$ has a very intuitive interpretation:

$$\frac{\partial \ln L(\alpha)}{\partial \alpha} = \sum_i (n_i - N_i p_i(\alpha)).$$

That is, when the actual number of observations for variant $i$, $n_i$, is bigger than the expected number of observations, $N_i p_i$, the gradient is positive and $\alpha$ increases, thus increasing the probability of occurrence, $p_i$. When the number of observations is smaller than expected, the gradient is negative and the probability of the variants is decreased.

The pronunciation adaptation process. Similar to speaker adaptation, the adaptation of pronunciation weights for the Switchboard system is unsupervised: first we use the SI system with SI pronunciation variant weights to obtain putative transcriptions of the speech. These errorful transcription are then used to supervise both acoustic and pronunciation weight adaptation, and the adapted models and weights are used in a second recognition pass.

Adaptive training of pronunciation weights. Once adaptation is used, the original estimate of $\gamma_i$ is no longer maximum likelihood. One can introduce an adaptive training procedure (similar to speaker adaptive training [6]) where the $\gamma$’s are initialized as said, then a speaker dependent estimate of $\alpha$ is obtained, and new values of the $\gamma$’s are estimated given the adapted pronunciation weights.

3. EXPERIMENTS

Recognition results are reported on the Switchboard and Callhome corpora using the BBN Byblis System [10], a state-of-the-art speaker independent HMM system. The test set comprises of 7 Switchboard and 7 Callhome conversations drawn from the NIST 1997 Large Vocabulary Speech Recognition evaluation data set. The baseline decoding dictionary is a 25,000 word dictionary with no multi-words.

Acoustic training for the pronunciation experiments use an in-house 18 hour subset of the Switchboard data. However, pronunciation variants for all the multi-words and the 166 frequent single words are extracted from a sample of the Switchboard data set that has been manually aligned at the phonemic level [5]. Pronunciation weights are estimated from Viterbi alignments of the same 18 hours of Switchboard training data.

<table>
<thead>
<tr>
<th>Experimental Conditions</th>
<th>WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline canonical dictionary</td>
<td>54.6</td>
</tr>
<tr>
<td>+ 193 multi-words, pronunciation weights</td>
<td>-1.0</td>
</tr>
<tr>
<td>+ 1273 additional multi-words</td>
<td>-0.3</td>
</tr>
<tr>
<td>+ rule-based pronunciation variants</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

The results are shown in Table 1. All experiments use the expanded dictionaries only during decoding. Multi-words are treated as single tokens during n-gram language model training. Adding a) 383 new pronunciation variants and weights for 166 frequent single words, and b) 193 multi-words with with 3.7 pronunciations each on the average resulted in a 1% improvement in performance. With this preliminary pronunciation enhanced dictionary, we observed that most of our system improvement is attributed to the new pronunciations introduced for multi-words rather than for single word. Therefore, we expanded the number of multi-words to 1466, whose pronunciation weights are estimated based on the frequency count on 60 hours of training data. This resulted in an additional 0.3% improvement in performance. Adding rule-based pronunciation variants and weights for the infrequent words resulted in a small degradation in performance. We hypothesize that this may be a result of over-generation of pronunciation variants which increases word confusability during recognition.

In another series of experiments, we measured the impact of pronunciation modeling with increasing the complexity of the baseline system, both in terms of the number of parameters in the system and increased acoustic training availability. As shown in Table 2, gains from pronunciation modeling reduces, both as the number of parameters as well as the training in the baseline system increases.

Finally, many of the pronunciation modeling gains reported in earlier work [3, 4] appear system-dependent. Pronunciation retraining as well as treating multi-words as multiple tokens in the n-gram model do not result in performance improvements.

4. CONCLUSION

In this paper, we have presented pronunciation modeling improvements for large vocabulary conversational speech
recognition systems, using an approach that combines the advantages of data-driven and rule-based techniques. The data-driven approach provides robust pronunciation variants and weights for the frequent single and multi-words. On the other hand, the rule-based approach is used to derive pronunciation variants for infrequent words. While modeling pronunciation variability improves the recognition performance by as much as 1%, the gains reduce as the complexity of the system and the amount of acoustic training increase. Experiments with speaker dependent lexical adaptation were inconclusive due to suboptimal pronunciation clusters. However, we feel that with improved pronunciation clustering schemes, speaker dependent lexical adaptation will outperform simple SI pronunciation modeling.
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