1. INTRODUCTION

Hidden Markov models are the most widely used method for doing automatic speech recognition, and are based on a very simple set of concepts and assumptions: the models are expressed in terms of phonetic states and acoustic emissions, and are parameterized by transition and emission probabilities. Specifically, an HMM expresses the probability of a segmentation of an acoustic observation stream $o_1, o_2, \ldots, o_n$ into phonetic states $q_1, q_2, \ldots, q_n$ as:

$$P(o_1, q_1) = P(q_1) \prod_{i=2}^{n} P(q_i|q_{i-1}) P(o_i|q_i).$$

Although there is a great deal of variation in the meaning assigned to the states, and in the acoustic features, there is little variation in the basic factorization of the joint probability distribution.

A Bayesian network is a more general way of expressing and computing with probability distributions [6]. With a Bayesian network, it is possible to associate an arbitrary set of variables with each speech frame, and model their joint probability distribution. Hence, it is straightforward to construct models in which phonetic state information (represented by a phone variable $Q_i$) is augmented with variables representing, for example, articulator positions or speech rate. Moreover, an arbitrary set of conditional independence assumptions can be used to factor the joint probability distribution. There are standard algorithms for computing with Bayesian networks, which can perform the same functions as an HMM.

It is often possible to construct an HMM that represents the same probability distribution as a Bayesian network by using states that represent the Cartesian-product of the variables in each frame (a “cross-product HMM”). However, inference with the HMM can be significantly slower [9, 3, 10]. The relationship between Bayesian networks and HMMs is discussed further in [5, 9, 3].

We have implemented a system for isolated word recognition with Bayesian networks. In previous work [11], we reported results for the PhoneBook database [8] showing relative improvements in the word error rate of between 12 and 29% (depending on network topology and initialization) with a binary auxiliary variable representing acoustic/articulatory context. This paper reviews the Bayesian network structures that are necessary for speech recognition, and presents new results showing that the use of multivalued and multiple context variables results in a further improvement. Additionally, we present results in which the network is structured for unsupervised utterance clustering.

2. BAYESIAN NETWORKS

2.1. Definition

A Bayesian network expresses a joint probability distribution over a set of random variables, and consists of:

1. A set of random variables $X_1, \ldots, X_n$.
2. A directed acyclic graph in which each variable appears once. The immediate predecessors of a variable $X_i$ are referred to as its parents, with values $\text{Parents}(X_i)$. The joint probability distribution is factored as:

$$P(X_1 = x_1, \ldots, X_n = x_n) = \prod_{i=1}^{n} P(X_i = x_i | \text{Parents}(X_i)).$$

3. A representation of the required conditional probabilities. When the variables are discrete, a tabular representation is convenient. For real-valued acoustic observations, Gaussian mixtures can be used.

Temporal processes are modeled with a variant referred to as dynamic Bayesian networks (DBNs) [1]. In a DBN, a set of variables is associated with each frame, and the complete set of variables consists of the union of all these subsets. The graph structure is repeating, and the conditional probabilities associated with analogous variables in different frames are tied.
There is a distinction between variables with known values (observation variables) and variables whose values are unknown (hidden variables). We will refer to a set of assignments to the observation variables by \( \alpha \), and to a set of assignments to the hidden variables by \( \mathbf{q} \). As discussed in Section 2.3, there are procedures for computing \( P(\alpha) = \sum_{\mathbf{q}} P(\alpha, \mathbf{q}) \) (analogous to summing over all paths through an HMM), and \( q^* = \arg \max_{\mathbf{q}} P(\alpha, \mathbf{q}) \) (analogous to Viterbi decoding). There are also EM algorithms.

### 2.2. Isolated Word ASR Networks

We begin the discussion of DBN word models by relating DBNs to HMMs. Figure 1 shows an HMM word model, and a schematic DBN representation. There are several things to note. First, the DBN is explicit about time: there is a separate set of variables for each frame. Secondly, the two diagrams must be read in very different ways: the HMM diagram represents a stochastic finite state automaton, whereas the DBN diagram represents conditional independence relations between variables. In the HMM, the nodes represent states and the arcs transitions; in the DBN, the nodes represent variables, and the arcs represent conditioning.

The basic idea behind the DBN representation is to create a one-to-one correspondence between assignments of values to the hidden variables, and paths through the HMM. The two representations should assign equal probabilities to analogous paths/assignments. Unfortunately, the schematic DBN of Figure 1 will associate nonzero probability with variable assignments that do not correspond to valid paths through the HMM (for example, when all the state variables are simply assigned the value /IH/).

The DBN of Figure 1 also does not accurately represent parameter tying. To see this, consider a left-to-right word model of the word “digit”: /D/ I H I J H I T/. The occurrence of the /IH/-/JH/ transition requires that \( P(Q_{i=1} = /I/ \mid Q_{i-1} = /I/ ) \neq 0 \), whereas the occurrence of the /IH/-/T/ transition requires \( P(Q_{i} = /J/ \mid Q_{i-1} = /I/ ) = 0 \). (Otherwise, the second /IH/ could be followed by another /IH/ rather than /T/). Therefore, the two occurrences of /IH/ must be treated as different states, precluding parameter tying.

Figure 2 shows a DBN that solves the various problems associated with the simpler representation. The position variables represent the state in an HMM word model at each time frame. The word model is assumed to be a simple left-to-right model so position \( i \) is always followed by \( i + 1 \). (In general, arbitrary finite-state word models can be represented [10].) The phone variables represent the corresponding phone labels, and the transition variables explicitly represent when there are transitions between phones.

Figure 2 shows a representative assignment of values for the word “digit.” Thus position 1 maps into /D/, position 2 into /IH/, and so forth. The probability of a transition is conditioned on the phone, thus encoding a distribution over phone durations. Depending on the value of the preceding transition variable, the position variable in a frame either retains its previous value or increases by 1. The “end-of-word” variable is assigned the arbitrary value of 1, and the conditional probabilities are defined as \( P(EOW = 1 \mid Position \neq 5 Or Transition \neq 1) = 0 \). This ensures that all assignments end with a transition out of the last emitting state in the word. The explicit representation of phone labels and transitions allows for parameter tying. The context variables are not required to emulate an HMM, but improve performance. With the context variable as shown, the network is similar to factorial HMMs [3].

With this representation, it is possible to assign the conditional probabilities so that there is a one-to-one correspondence between assignments of values to the DBN variables, and paths through an HMM [10]. The transition and emission probabilities are encoded in the conditional probabilities associated with the transition and observation variables. All the other conditional probabilities are either 0 or 1, and reflect deterministic relationships between the variables.

With the basic machinery required to emulate an HMM established, a variety of more interesting network structures can be tested. In particular, variables can be introduced to represent acoustic context, articulator positions, noise sources, speech rate, and other factors [10]. With a DBN, the corresponding joint probability distribution can be factored in very general ways, and the models can be tested without writing new code.

### 2.3. Algorithms

Bayesian networks are useful in ASR because there are algorithms for performing the same tasks that can be solved for HMMs, while at the same time working with more general models of probability distributions. The algorithms are based on dynamic programming, and involve computations similar to the forward and backward recursions of HMM inference. However, the algorithms are somewhat more involved because they work with arbitrary network structures. In the worst case, the inference algorithms have the same time-complexity as inference with a cross-product HMM, but usually the conditional independence relations inherent in a network render them more efficient. For example, in [3] a class of networks is discussed where the observations are conditioned on \( M \) independent state chains (as opposed to 1 in Figure
1. Assuming each state variable has $K$ values, inference with a DBN is $O(MK^{M+1})$ as opposed to $O(K^2M)$ for a cross-product HMM representation.

The implementation used in this work is based on the algorithm of [7], with efficiency improvements described in [10]. The sufficient statistics required for EM can be gathered directly from the results of the inference procedure [4].

3. EXPERIMENTAL RESULTS

This section presents results for the PhoneBook database, which is a large collection of telephone-quality isolated-word utterances chosen to exhibit coarticulatory effects [8]. The data was processed in 25ms frames overlapped by 2/3, to generate MFCCs and their deltas. Following cepstral mean subtraction, the MFCCs and deltas were vector quantized separately into two eight-bit data streams. $C_k$ and delta-$C_k$ were each quantized to four bits and concatenated to form a third eight-bit data stream.

Training, tuning and test sets are as in [2]. There were 19, 421 training utterances, 7, 291 tuning utterances, and 6, 308 test utterances. There was no overlap between the training and testing vocabularies or speakers. The database has a vocabulary of about 8,000 words, divided into subsets of about 75 words each; the test task consisted of selecting among the word models in a single subset. Our word models were based on the context-independent phone transcriptions provided with the database.

Previous work [11] established that the use of a single binary context variable (as in Figure 2) can significantly improve performance, and Table 1 indicates that the use of multivalued context variables and multiple context chains (two per frame) further improves performance. Using two binary context chains was as good or better than using a single 4-valued context chain. The factored representation is preferable because it has only 2 independent context-transition parameters as opposed to 15.

It is not surprising that the ability to model context improved recognition performance. However, the use of a context variable differs significantly from the use of context-dependent phones: context-dependent phones encode a-priori knowledge about expected acoustics, based on the surrounding phone labels, and are insensitive to the acoustics of individual utterances. A context variable as in Figure 2 captures information about the surrounding acoustics as observed on an utterance-by-utterance basis. For example, consider simple left-to-right word models with context-dependent phones. The sequence of phones will be the same for all utterances of a particular word. In contrast, a context variable can switch unpredictably between values.

Table 2 shows results using a context-dependent phonetic alphabet based on diphones (see [11]). Doubling the number of parameters by using a context-dependent alphabet produced a greater improvement than using a context variable with context-independent phones. However, the use of both kinds of context did the best (2.6% word error rate). The combination was better than a system with about the same number of parameters that simply used twice as many context-dependent phones.

Our results improve on the 4.1% result reported in [2] for a hybrid ANN-HMM system with continuous-valued feature vectors (rather than VQ) and using the same word transcriptions as in our work. However, with word transcriptions based on the CMU 0.4 dictionary and minimum duration modeling, [2] reports a best result of 1.5%. We report the word error rate (WER) computed by dividing the total number of incorrectly identified words by the total number of test words; [2] averages the WER of different partitions of the test set. We checked and found that the two methods give essentially identical results.

To interpret our results, we examined the correlations between the context variable and various acoustic features. The value of the context variable was most strongly related to $C_1$ and delta-$C_1$; the relationship is illustrated in Figure 3 for a single binary context variable and 4-state phone models. The context variable tends to have a value of 0 when delta-$C_1$ is near 0, or slightly negative. The pattern is the same for 3-state phone models, and with the context-dependent alphabet, but different for other network topologies.

To illustrate the ease with which Bayesian networks can be used to perform different tasks, we configured the network of Figure 2 to do unsupervised utterance clustering. This is done by constraining the auxiliary variables to "copy" the previous value, which can be done with appropriate conditional probabilities. A clustering network produced a word-error-rate of 4.6%, and the resulting
Bayesian networks are a well-principled and flexible way of representing and reasoning with probability distributions. This paper applies Bayesian networks to isolated word ASR, and presents experimental results that show that the use of an auxiliary context variable can improve recognition performance. We are currently extending the methodology to continuous speech recognition and more complicated network structures.

4. CONCLUSION
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