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ABSTRACT

In this paper we argue that conversational dialog systems must model a multidimensional space defined by syntactico-semantic, circumstantial, and interactional dimensions. We take as a test-case the interpretation of a very simple query type within a conversational navigation system that we have implemented. We outline the decision logic this system follows in interpreting next-turn and numbered turn queries, and discuss some of the interesting results that have come about from user testing of the prototype.

1. INTRODUCTION

One of the challenges in developing any open dialogue system lies in identifying the various dimensions along which the dialogue may vary and then determining which information should be carried along as the dialogue continues, which should be updated when, and which can safely be ignored. But the application type can influence what is appropriate, and one can distinguish two broad categories of applications. There are those wherein the user's circumstances are static (or irrelevant) to the application's internal logic, and there are those in which the user's circumstances change as a result of the interaction, for example, making air-travel reservations. In the latter type of application, not only must the dialogue system keep track of utterance-level and discourse-level semantics, but it must also have some way of detecting and tracking what the user's circumstances are, since interpretation of user queries and generation of appropriate system responses are affected by changes in the user's circumstances.

In this paper we examine certain aspects of a conversational in-vehicle route-navigation system. Such an application presents a particularly dramatic example of a system which must be attentive to user circumstance. We focus attention on a family of query types, those having to do with upcoming turns, and show how there are a number of apparently straightforward queries whose interpretation in fact requires a fairly sophisticated series of implicatures. The information required to determine the interpretation is decidedly heterogeneous (multidimensional). It is partly circumstantial, partly semantic and syntactic, and partly dependent on discourse history. Section two outlines the data, section three considers the interaction of driver circumstance and discourse history, while section four shows a small-scale decision table which calculates items in SQL queries based on this kind of heterogeneous information, and describes an additional dimension which should be included in such a matrix for a truly robust conversational system. Section five is devoted to a summary, and description of future work.

2. THE OBJECT OF STUDY

The data we are concerned with in this paper are transcribed recordings of people interacting with a conversational navigation system prototype. The design and implementation of the prototype are described in a companion paper in this volume [1]. The data are somewhat artificial in that the nine users from whom the data were collected were almost all from the conversational systems project team, and the data were collected in a lab. We have designed a large data-collection project which is scheduled to begin later this year. In that work we will collect conversational data from naïve users in a vehicle.

In the current study, the data consists of approximately 1000 user-system turns. Within these data, approximately 40% of the user queries are about future turns, and 40% of those are about the immediately approaching turn. But we believe these percentages are artificially low, and that the number of future-turn and next-turn queries will in fact be higher when we carry out our larger data-collection effort. The reason for this is that about one-third of the user utterances in our corpus are devoted to odometer readings, an artifact of this current implementation which will disappear in later versions as GPS is integrated into the system. (See the companion paper [1] for more explanation.)

If we ignore these odometer sentences, then the percentage of user queries about future turns is 60%, and about the immediately approaching turn is approximately 25%. That is, users devote about a quarter of their queries to asking about the next turn.

We have gone to the trouble of explicating this characteristic of our route-guidance data to underline the fact that this family of queries (next-turn and numbered turn queries) is well-represented in conversational navigation data. But it is perhaps not surprising that in a conversational route-guidance system, a large percentage of queries would be about the next turn. The purpose of such a system, after all, is to allow the user to get information about their route on a turn-by-turn basis as they proceed down the route, rather than getting the information all at once in a hard-to-remember instruction set.
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1 The initial prototype was developed based on the developers' intuitions about what people would need to ask, in addition to a small amount of data which was collected from a thought-experiment asking participants to tell us the kinds of queries they would ask an in-vehicle route-navigation system.
3. CIRCUMSTANCE AND DIALOG HISTORY

3.1 Time-dependent discourse coherence

As noted, it is not that surprising that queries about the next turn comprise a significant percentage of the utterances in a conversational navigation system log. What is surprising, and in our opinion interesting, about this kind of query is that it is not always transparent to interpret. Queries such as “what’s next?” are in fact ambiguous. Determining the correct interpretation requires consideration of the discourse history and the user’s circumstances. For example, in the following dialog sequence (drawn from our data), there are at least two possible interpretations for “what is next?” in the third turn:

Figure 1. Sample dialog containing ambiguous “What is next”. (U: user, S: system)

The system response has deliberately been left out so the reader can observe the ambiguity more clearly. This query could be requesting information about the next turn from the driver’s current position (i.e. the immediately approaching turn), or it could be requesting information about the third turn from the driver’s current position, that is, the next turn from the most recently referred to turn. We will henceforth refer to these two interpretations as next-from-here and next-after-that, respectively.

The factor which appears to have the most influence on which interpretation is given to this utterance originates neither in the utterance itself nor in the preceding dialog, but is almost purely circumstantial, namely, how much time has passed since the last utterance. The more time that has passed since the last system instruction, the more likely “what is next” must be given the next-from-here interpretation.

The reason for this is clearly related to the time-dependent nature of coherent discourses. While “what is next” is still within the scope of the preceding discourse context, it may (most likely will) be given the next-after-that interpretation. But after a certain length of time has elapsed, “what is next” cannot be interpreted as referring to some previously uttered instruction, but only as referring to the driver’s current position. If we think of this in terms of the user’s frame of reference for talking about their real or imagined location (we’ll refer to this as the FROM value), then we could characterize this phenomenon as the value of FROM defaulting to HERE in the absence of immediate discourse context.

It is worth mentioning that the foregoing is not an isolated example. There are many other cases which demonstrate the same kind of ambiguity, with perhaps even more interesting variability of interpretation:

U: what’s my next turn
S: From Pacific Coast Highway go straight onto East I-10 freeway

→ U: how much further is it

Figure 2. Sample dialog containing ambiguous “How much further is it?”

Although in this sequence it seems quite obvious that “it” in the second user utterance refers to the transition from Coast Highway onto Interstate 10, imagine the case that there was a ten minute delay between the first exchange and the second query. In this case (especially if the system knew via GPS that the driver had already passed the PCH/I-10 transition), the best interpretation for “it” becomes the final destination, rather than the most recently mentioned turn. “It” in this case is similar to the “there” in “Are we there yet?” in that in both cases, the locative proform gets a referential value from the most cognitively salient destination in a journey, namely the final destination. Note the similarity of this phenomenon to the “default to here” pattern we discussed in connection with the prior example.

As of the writing of this paper, we are setting up an experiment to determine if there is some threshold beyond which values in human discourse reference frames (at least in this application domain) get reset to defaults such as FROM=HERE or TO=FINAL DESTINATION.

This time-dependent interpretation can be seen as a special case of a more general discourse rule which “resets” what may be interpreted as given and what must be interpreted as new. Re-lating this phenomenon to discourse theories would take us beyond the scope of this short paper, though we note the potential contributions these theories may make to the design of this kind of system [2,3,6].

3.2 Turn References at the Start of the Trip

Interpretations of numbered turn references can vary depending on another purely circumstantial factor, namely whether the driver is querying the system while preparing to begin the trip, or after she has begun driving. Some drivers will want to preview trip information before beginning to drive, and in this situation, interpretation of certain query types may differ from interpretation done during the trip. When the driver is querying the system before beginning to drive, she is more likely to conceive of and speak of the route in an “absolute” sense (cf. [5]). That is, the driver may conceive of the route as a fixed plan,

---

There is at least one further possible interpretation to “what is next?” here, at least if the proper prosodic features are present. If heavy emphasis is placed on “what,” the query has a quasi echo-question interpretation, indicating either that the user did not hear, or else is surprised at the prior instruction and is asking for clarification or repetition.
wherein each turn and segment have a unique and constant order in a sequence. When conceiving of the route in this way, one may refer to turns by number in the route, rather than by number relative to current position. Consider the first part of the route we were using in the prototype, shown below:

![Figure 3. Schematic of part of the route from HRL to LAX](image)

In a query like “How far is the second turn?”, given the “absolute” perspective on the route, the second turn is from PCH onto I-10. Although we have yet to gather real user data bearing on this question, our intuition is that once the trip is underway, especially once any significant distance has been traveled, users will be much more likely to use numbered turn references relative to their current position.

Queries of this type are, for practical purposes, only ambiguous once the user has begun the trip, but prior to the absolute numbered turn. Drivers are very unlikely to be asking about the second turn in the route once they have passed the second turn. Moreover, since people will generally only keep track of turn numbers in the range of 1-3, (give or take 1), numbered turn references will only be ambiguous prior to the third or fourth turn in the route (nobody is likely to be asking “what is the eighth turn in the route?”). What is more, if the user asks a numbered turn query before beginning the trip, the system response will be the same, since the relative and absolute turn numbers will at that point coincide. Thus, the only time a true ambiguity must be handled by the system is the time after the trip is underway, and before the fourth turn.

Although numbered turn requests comprise the main source of absolute/relative ambiguities in our limited corpus, there is another source as well. A subset of the queries about distance and time. Thus, questions such as “how far is it?” and “how long will it take?” may be uttered either at the beginning or during the drive, and therefore may be interpreted as asking for the trip distance or time from the very beginning, or as asking for the distance or time remaining. Of course, the ambiguity discussed in the previous subsection will also exist if there is some recent utterance referencing a turn to which “it” may be referring. However when queries of the type “how long will it take” or “how far is it” are uttered in contexts other than that discussed in the previous section, then for practical purposes they may always be treated as asking from the current position, since it is immaterial whether that position is at the start or in-route (though see footnote 3). One presumes the user is not interested in distance or time of the entire route once they are underway, but is instead only interested in remaining distance or time.

4. MULTIDIMENSIONALITY

As we have indicated, there are a variety of information types one needs to bring to bear on the problem of interpreting the query type of interest. In addition to knowing the elapsed time since the last system utterance, whether the trip is underway and if so, whether the driver has passed the fourth turn, (and ultimately also whether the driver is on- or off-route), one of course must identify relevant linguistic features of the utterance in order to give it a correct interpretation. Since we are restricting ourselves to queries about next and numbered turns, we are taking as a given that the basic semantic content denoting this has been identified in the utterance. There are, then, many linguistic indicators which allow us to distinguish whether a driver wants information based on current or other position. Most obvious of these are explicit adverbial phrases which serve precisely this disambiguating function, as in “How far is the next turn from here?” , “What do I do after that?” or “What’s the second turn in the route?”. The adverbial phrases in these sentences tell us to interpret the query as next-from-here, next-after-that, and absolute, respectively.

In the following table we show the basic decision logic that we follow in determining how next-turn and numbered turn sentences should be interpreted. The table is to be read column-by-column. Thus, the first column tells us that if we have a query with a numbered turn reference and a phrase which is semantically equivalent to “from here” (which is also the default), then the instruction number which will be requested (via SQL query) from the database is current+number. (See our companion paper for more detail on the implementation of the prototype.)

<table>
<thead>
<tr>
<th>In-route</th>
<th>Reset threshold reached</th>
<th>Next turn</th>
<th>Numbered turn</th>
<th>“From here”</th>
<th>“After that”</th>
<th>SQL Turn number</th>
</tr>
</thead>
<tbody>
<tr>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>r</td>
<td>r</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>c</td>
<td>c</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>n</td>
<td>n</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>c+n</td>
<td>c+n</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>c+1</td>
<td>c+1</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>n+r+n</td>
<td>n+r+n</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>r+1</td>
<td>r+1</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
<tr>
<td>c+1</td>
<td>c+1</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
<td>blank</td>
</tr>
</tbody>
</table>

Figure 4. Decision matrix showing some determining factors for interpreting “next” and numbered turn queries.

---

3 Previously we argued that one could ignore ambiguities created by the at-start/in-route dichotomy. However, since we are here reporting on the actual prototype, we have included this distinction since it factored into the real system implementation.
Notice that there are two distinct types of information in this matrix, syntactico-semantic, and circumstantial. There is a third dimension, in fact, which should really be included in interpreting user queries (and also in generating system responses), what we may call the interactional dimension. The interactional dimension would help to ensure that the intent of the user query was correctly identified, and that the form of the system response satisfied the user query in a natural way. To take a very simple response generation example from our system, if one asks a question like “Is my next turn a right or a left?”, the system will respond with a full instruction, like “From Howard Hughes Parkway turn left onto Sepulveda boulevard.” Although this kind of response is comprehensible, the usability factor would greatly increase were the system to respond with “your next turn is a left,” or even just “a left”. Users are accustomed to this kind of efficiency in normal conversation, and we believe systems which can achieve this will be more effective and require less effort on the part of the user. In order to achieve this kind of tight fit between user query and system response, the interactional dimension must be considered, where the salient values along this dimension can be viewed as a highly enriched speech-act inventory.

The space that these dimensions define can be thought of as constituting an application domain. Interpreting a user query in a conversational dialog system, then, can be thought of as identifying points in a multidimensional space with at least three axes. In figure (5) we have outlined some of the salient points along the axes that would be found in a navigation system, though in a truly robust system there would be many more.4

![Multi-dimensional space for modeling some of the conversational features of a navigation domain](image)

Defining an application domain can, in this view, be thought of as identifying the salient points along these axes for that domain.

5. SUMMARY AND FUTURE PLANS

In this paper we have argued that for a conversational dialog system to interpret even relatively simple-looking queries correctly, its internal logic must include consideration of information of a variety types from a variety of sources. It must not only correctly identify the semantic content of any given user utterance, but it must keep track of how this utterance is related to prior utterances, and it must have some way of determining or at least estimating aspects of the user’s circumstances. Ultimately it must also be able to consider the interactional devices that are characteristic of natural conversation.

We are beginning to investigate how best to model this multi-dimensional space which defines the application domain for a robust conversational dialog system. This will comprise an important part of our future research. Included in this work will be an investigation of the degree to which consideration of discourse markers of the type discussed in [4] may impact performance of both analysis and generation components. Also included in our research plans will be ways of dealing with the problem of proper name recognition. It may well be that proper name recognition, which is a problem in dialogue systems, will benefit from an analogous approach to achieving disambiguation based on the same kind of multidimensional factors discussed in this paper. See our companion paper for some discussion of this issue. Overall, we anticipate that our data-collection plans, which include both human-to-human and human-system components, will help to keep this research rooted in abundant and natural conversational data.
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4 In a more generalized and robust model, we would also probably characterize semantics and syntax as two different dimensions.