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ABSTRACT
We introduce a hierarchical statistical language model, represented as a collection of local models plus a general sentence model. We provide an example that mixes a trigram general model and a PFSA local model for the class of decimal numbers, described in terms of sub-word units (graphemes). This model practically extends the vocabulary of the overall model to an infinite size, but still has better performance compared to a word-based model.

Using in-domain language model adaptation experiments, we show that local models can encode enough linguistic information, if well trained, that they may be ported to new language models without re-estimation.

1. INTRODUCTION
Language models are an important component of large-vocabulary speech recognizers. N-gram models are currently the most widely used, despite their obvious shortcomings. It seems, however, that these models have reached their limits, and the many variations proposed in recent years have not provided much improvement. Language is structured, mostly in a hierarchical way, and without being able to take advantage of structural constraints, further progress in statistical language modelling is hard to achieve. In this paper we propose a model that is inherently structural, thus allowing for incorporating some linguistic knowledge, a better model of context, and for integrating sub-language models.

The model we propose is based on a "building block" strategy and is similar in many ways to other models found in recent literature ([1, 7, 8, 13, 20]). It assumes that language models can be derived for certain classes of constituents (in a broad sense) independently of how the rest of the linguistic data is modelled. Each constituent model can incorporate other constituent models as linguistic units. For example, a model for currency phrases may use a sub-model for numbers. The topmost model effectively connects all the various blocks (a block can be as simple as a single word). Intuitively, a hierarchical statistical language model (HSLM) is a collection of sub-models organized in a hierarchy. Each sub-model can generate strings of symbols from an alphabet of its own, or can insert the output of other sub-models lower in the hierarchy. As we want the overall model to be probabilistic, the only requirement is that each sub-model returns a probability for every word or word sequence they might cover. As usual, other restrictions may be imposed for reasons of efficiency and availability of training data for estimating the models’ parameters. However, due to the modularity of the model, these restrictions can be made separately for each sub-model, and need not be global, as in the more conventional models. For the same reason, the basic units of the models need not be all words. We used a model employing sub-word units, which would generate an infinite vocabulary. In contrast, the approaches similar to ours and, in fact, most of the language models currently in use have only finite coverage.

The hierarchical framework facilitates the introduction of more linguistic (structural) information than n-gram models do, and allows for incremental adaptation of the various sub-models without re-training the whole model. In this paper we present the results of an in-domain language model adaptation experiment on the WSJ corpus. The goal is to prove that local models may indeed capture linguistic generalizations that can be transferred during adaptation. The HSLM model used for exemplification has only two layers: a trigram top layer, and a probabilistic finite-state automaton (PFSA) local model for the sublanguage of numbers (which is infinite). During adaptation, the trigram component is adapted by interpolation, while the sublanguage model is kept unchanged. We show that this adapted model compares favorably to a word-based language model adapted by interpolation.

2. THE MODEL
The model proposed here, which we call a hierarchical hybrid statistical language model, can be thought of as a generalization of class-based and phrase-based n-gram models.

Traditional class-based models assume a simple (uniform or unigram) distribution of words in each class. The modelling is done at the level of the word; sometimes, phrases are also accounted for, usually by lexicalizing them – this, in fact, provides a rudimentary linguistic model, as pointed out in [18]. We believe it would be beneficial to allow for richer structure inside the class model, and also for more sophisticated probability distributions inside the classes. For example, each class can be modelled with a PFSA, or even a probabilistic context-free grammar (PCFG) if it is small enough not to raise questions of efficiency ([8, 20]). Note also that PCFGs may be approximated by PFSA (cf. 14]). Or else, they could be n-gram models, themselves. We also made use of regular expressions, which are immediately convertible to FSAs, which could then be stochasticized. We call the model hybrid because we don’t require all components of a model to be based on the same architecture, but rather that each have the most appropriate structure given the sublanguage that it tries to model and the amount of training data available for it. For practical reasons, though, we ask that each of them return a probability for every word or word sequence they might cover, so that the overall model remains probabilistic. Of course, hybrid models need special decoding mechanisms, but we think the approach is feasible, if care is taken that each sub-model lends itself to efficient decoding.
An input utterance \( W = w_1 \ldots w_n \) can be segmented into a sequence \( T = t_1 \ldots t_m \), where each \( t_i \) is a tag that stands for a subsequence \( \mathcal{T}_i \) of words in \( W \); in the trivial case that the subsequence is composed of one word only, we identify the tag with word. Thus, in the hierarchical model, the likelihood of \( W \) under the segmentation \( T \) is

\[
P(W | T) = \prod_{i=1}^{m} [P(t_i | t_{1..i-1}) P(\mathcal{T}_i | t_i)]. \tag{1}
\]

The likelihood of a word sequence given its tag is given by the local probability models \( P_i(\cdot) = P(\cdot | t_i) \) and can be expressed as in (1) in terms of models lower in the hierarchy. This lends the overall model a hierarchical structure.

In general there might be several segmentations at each level corresponding to one word sequence, in which case the total probability should be obtained by summing over all segmentations. We restrict ourselves here to a model in which there is only one segmentation.

The modelling doesn’t have to be at the level of the word. There may be constructs for which better modelling can be done at sub-word level. We exemplify in this paper with a model for numbers (for text), but the same principle can be applied to other entities. One direction we would like to pursue is modelling of proper names at sub-word level (syllable). General-purpose language models based on sub-word units have not proved as good as the word-based ones, so we would like to retain the rich statistical information present in the frequent words, and for the infrequent ones to include components based on smaller units. This would have the effect of increasing the coverage of the overall language model with just a small size increase, and alleviating the data sparseness problem for the overall model. For the local model it would be possible to gather training data from different sources, thus making for more reliable estimation.

The architecture of the local models could be, in the most obvious cases, designed by humans ([11, 5, 7, 10-12, 15, 21]). These models would be linguistically sound, and would allow for more intuitive parameterization. [13] and [20] use automatic clustering of phrases based on the syntactic and/or semantic categories assigned to them by a parser. Distributional clustering of class phrases is done in [16]; their models, although not presented as such, can be represented as two- or three-layer hierarchical models.

The construction of the model proceeds by identifying in the training data, using either a tokenizer or a parser, the words and phrases that belong to a certain class, and replace their occurrences with class-specific tags. The top-level model is trained in the usual way on the tokenized corpus. The data collected for each class is used for training the local model for that class.

3. IN-DOMAIN ADAPTATION

We use a simple in-domain adaptation technique, based on linear interpolation. The adapted model is a mixture of two components, a general model trained on a large background corpus, and a domain-specific model trained on a small adaptation corpus. For a more detailed description of this and other adaptation techniques, we refer the reader to [3].

This technique has proved useful in accounting for variations in topic and/or style. It can also be used for cross-domain adaptation, where the background corpus and the adaptation corpus are more dissimilar, but these results are not so good, especially at the level of trigrams. We restrict ourselves to an easier problem, as the goal here is not in improving on the adaptation techniques, but on showing that local models can be portable and that other things being equal, the adapted hierarchical model performs better than a conventional adapted model.

To this end, we train on the background corpus a simple hierarchical model composed of a trigram general model and one local PFSA model based on sub-word units. We then adapt as explained above the general component using a small adaptation corpus. The local model is transferred without change in architecture or parameters.

4. EXPERIMENTAL RESULTS

We performed experiments on newspaper text (WSJ). For training the background model we selected the first 200k sentences (about 4.5M words) from the WSJ87 corpus. For adaptation and testing we selected the WSJ89 corpus. We expect it to be fairly similar to the background corpus in style, but many topics would be different, and, quite likely, there would be some vocabulary differences.

The first half of the WSJ89 corpus, about 30k sentences (746k words), was used for adaptation. A third of the remaining data was held out for development and the rest, 20k sentences (about 500k words) was used for testing, and was not seen beforehand.

It is known that the adaptation by linear interpolation technique helps most when the adaptation data is very small, and less so when there is more adaptation available. We tested the performance of our models both using the full adaptation corpus and a smaller subset (about 40% of it).

4.1. The Models and the Adaptation Procedure

The baseline model is a word-based trigram model, with Witten-Bell discounting and 0-1 cutoffs, built with the CMU-Cambridge SLM Toolkit ([2]).

The background model is a word trigram with a vocabulary comprising the most frequent 20,000 words. This vocabulary is expanded with 6,004 more words that appear in the 20,000 most frequent words in the adaptation corpus. This basic vocabulary was fixed for all the word-based models; for the top-level components of the hierarchical models, the vocabulary included all non-number words in the basic vocabulary, plus a tag for the class of numbers.

From the adaptation data a trigram was estimated, and then interpolated with the background model to give the baseline adapted model. The interpolation weights were optimized on the held-out data, using the Expectation Maximization algorithm ([4]).
Our HSLM models have only two layers, a trigram top layer, and a PFSA model for the sublanguage of numbers (which is infinite). During adaptation, the trigram component is adapted by interpolation with a trigram model estimated on the tokenized adaptation data, while the sublanguage model is kept unchanged. The adaptation conditions for the trigram component were the same as for the word-based model.

The local model describes decimal numbers at the graphemic level, i.e., the basic units are characters. We identified decimal numbers using the following regular expression:\(^1\):

\[
(0-9) + (\{0-9\} (0-9) (0-9)) + (\{0-9\})^* \]

for which we built an equivalent 7-state deterministic FSA (Figure 1). This automaton was turned into a PFSA; the probability model has six parameters, and was trained on all the numbers found in the training data, including those not in the basic vocabulary.

The model assigns to all numbers an estimate of what the probability of a random number should be; the estimate is normalized on the training data. Thus, this model takes into account the fact that for a finite amount of test data only a certain proportion of words will be numbers. Note that the probability depends only on the fact that the word seen in the test data is a number, and not on which number it is; in particular, numbers not encountered in the training data will receive the same probability as the ones encountered. For a comparison between this probability model and a more conventional one, see [5].

### 4.2. Results

As the hierarchical model can recognize more numbers than those in the basic vocabulary, we cannot use perplexity (PP) to compare the performance of the two models ([17]). Although we computed PP values for all models, we only give them for the curiosity of the reader. The actual comparisons are made in terms of adjusted perplexity (APP), a measure introduced in [19], which adjusts the value of PP by a quantity dependent on the number of unknown words in the test set, and the number of their occurrences. We compute the APP value on the full test set, and thus we can compare two models with different vocabularies. We again refer the reader to [5] for more details on our evaluation procedure.

The main results are depicted in Table 1. The significance of the headings is as follows:

- **bkg** are the models trained on the background corpus only;
- **adapt** are the models trained on the adaptation corpora only. We marked with 1 the models trained on the smaller adaptation corpus, and with 2 the ones trained on the full adaptation corpus;
- **interp** are the adapted models, resulting from the interpolation of the appropriate bkg and adapt models, as described above.

All HSLM models performed better than the word-based models. The HSLM-adapted model brought significant APP improvements, and, of course, better coverage compared to the baseline (the OOV rate is reduced with about 1.5% relative). As expected, for all measures, the benefit is larger when there is less adaptation data. Although the reductions may not seem very large, given that numbers account for less than 2% of the test data, they are quite impressive.

It is interesting to see that the largest reduction is observed on the models trained on the small adaptation corpora only. This suggests that with a few good local models, a hierarchical model could be a reasonable initial language model for a new domain, when there is little training data and background corpora similar to the target domain, since it requires less training data to achieve the same performance as a word-based model. It might be interesting to test this hypothesis in conjunction to other techniques for building initial models (E.g., [6]).

These results show that the local model is indeed able to capture generalizations about the data that can be ported effectively to new models. Also, part of the improvements are due to the better context modelling, since words following the numbers are achieved.

<table>
<thead>
<tr>
<th>APP</th>
<th>baseline</th>
<th>adapt1</th>
<th>interp1</th>
<th>adapt2</th>
<th>interp2</th>
<th>baseline</th>
<th>adapt1</th>
<th>interp1</th>
<th>adapt2</th>
<th>interp2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP</td>
<td>259.11</td>
<td>376.31</td>
<td>209.30</td>
<td>255.42</td>
<td>183.57</td>
<td>186.90</td>
<td>271.44</td>
<td>183.38</td>
<td>263.04</td>
<td>150.72</td>
</tr>
<tr>
<td>PP</td>
<td>7.19%</td>
<td>8.33%</td>
<td>5.66%</td>
<td>6.02%</td>
<td>4.84%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: APP and PP results for the word-based (baseline) and the hierarchical model (HSLM) and relative APP reductions achieved.

---

\(^1\) Compare to the ones given in [9].
models. We hinted at some of the advantages we can expect, and provided an example that mixes two different models, a trigram general model and a PFSA local model for the class of decimal numbers, described in terms of sub-word units (graphemes). This model practically extends the vocabulary of the overall model to an infinite size, but still has better performance compared to a word-based model.

We experimented with in-domain language model adaptation and showed that hierarchical models compare favorably to word-based language models. This suggests that local models can encode linguistic information that may be ported to new language models without re-estimation.

Other simple sub-models can be developed and integrated easily. As more structural information is introduced in the model, we expect additional improvements. Spoken language recognition experiments are scheduled for the near future.

6. ACKNOWLEDGEMENTS

This work was supported by the following grants: ONR research grant no. N00014-95-1-1088, DARPA research grant no. F30602-98-2-0133, US. Air Force/Rome Labs research contract no. F30602-95-1-0025, and NSF research grant no. IRI-9623665.

7. REFERENCES