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ABSTRACT

This paper presents a generalization of Rose’s Integrated Parametric Model to the gaussian mixture hidden Markov model (HMM), formulation. Observations from clean speech HMM and noise HMM models are combined in the log spectra domain, through a corruption function, to generate noisy speech observations. In order to recognize noisy speech with the proposed model, when only the clean speech HMM and noisy speech adaptation data are available, a maximum likelihood (ML) estimation algorithm for the noise HMM parameters is provided. This algorithm uses the “max” approximation as the corruption function. Noisy digit recognition experiments, with NOISEX-92, show that the same performance is achieved between the proposed model using either a noise model calculated from silent sections of several utterances or the estimated noise model from a single noisy utterance.

1. INTRODUCTION

The performance of speech recognition systems in real world applications may suffer a severe degradation in unknown noisy situations. The source of this performance degradation is an environmental mismatch between training and testing conditions. The goal of robust speech recognition systems is to reduce this mismatch in order to bring back the performance to matched conditions.

The mismatch reduction is done in model-based techniques by the construction of a noisy speech model, from a clean speech model and a noise model, for a particular environment. Among the most important references of this group are Gales’ Parallel Model Combination (PMC) [2], Rose et al. Integrated Parametric Model (IPM) [1] and Logan’s work [3]. Rose et al. IPM model combines observations, from speech and noise gaussian mixture models, through a corruption function. If a speaker is modeled as a gaussian mixture, the formulae for ML estimation of the speaker model parameters were presented and applied to the problem of speaker recognition in noise, with an available noise model.

Most model-based techniques assume that the noise model is available a priori from a particular environment. The noise model is estimated from an available noise signal or from silent parts of noisy speech. However it is desirable that the estimation is carried out only with noisy speech adaptation data. Logan’s work is the first to propose an estimation technique for the noise model. The main extension presented in that work, which is based in Rose et al. work, forms ML estimates of the unknown autoregressive hidden Markov noise model parameters using the whole noisy speech utterance. It is an extension of a previous enhancement system in order to make it adaptive.

In this paper, first a novel noisy speech model is introduced, which is a generalization of Rose’s Integrated Parametric Model, from gaussian mixture models to the gaussian mixture HMM formulation. Observations from clean speech HMM and noise HMM are combined, through a corruption function in the log spectrum domain, to generate noisy speech observations. The noise corruption function, for additive noise in the linear spectrum domain with log spectrum domain observations, is the logarithm of the sum of the exponential of speech and noise observations. The proposed generalization enables the modeling of non-stationary signals, such as speech, in noisy (possibly non-stationary) environments. Therefore, it extends the application of the IPM model from noisy speaker recognition to noisy speech recognition.

Also in this paper a ML estimation algorithm for the gaussian mixture noise HMM parameters, is provided within the framework of the proposed noisy speech model. For parameter estimation, in order to produce closed form expressions, the “max” approximation is used as the corruption function. The adaptation data can be provided either in supervised mode (with transcriptions) or unsupervised mode (without transcriptions).

2. HMM-IPM MODEL

The goal of this section is to present an extension of the IPM model to the HMM formulation, which will be called HMM-IPM. The HMM-IPM model is a multidimensional model, where for each one of the original M clean speech HMM model states at time t, N new noise model states are added. The total number of states of the HMM-IPM is MN. A state in the HMM-IPM model, at each time t can be accessed only from the previous state, as opposed to the IPM model where it can be accessed from any other state. The probability of accessing a certain state \( i, j_t \) from the previous state \( i_{t-1}, j_{t-1} \) is determined by

\[
p(i, j_t / i_{t-1}, j_{t-1}) = T_{i, j_t};
\]

Therefore the state transition process is a Markov process. A diagram of this model is presented in figure 1.

The clean speech signal model \( \lambda_s \) viewed as a generative process, goes through a sequence of hidden states \( I = (i_1, i_2, ..., i_T) \) where \( i_j = 1, ..., M \), and this sequence of states turns into an independent sequence of \( D \)-dimensional signal vectors \( X = (x_1, x_2, ..., x_T) \), through a set of state dependent continuous pdfs \( b_i(x_t) \). Similarly the noise signal source \( \lambda_n \) goes through a sequence of hidden states \( J = (j_1, j_2, ..., j_T) \),
where \( j_t = 1, \ldots, N \), generates an independent sequence of \( D \)-dimensional signal vectors \( Y = (y_1, y_2, \ldots, y_T) \), through a set of state dependent continuous pdf \( a_j (y_t) \). Both the sequence of states and the sequence of signal vectors are assumed independent in time. Additionally, the processes \( X \) and \( Y \) are assumed independent. The densities \( b_j (x_t) \) and \( a_j (y_t) \) are assumed here to be Gaussian with diagonal covariance matrices.

All the following derivation will be done for one gaussian per state HMM. The extension to the multi-gaussian per state HMM case is straightforward.

The likelihood of generating the sequence of observations \( Z \) given the speech \( \lambda_s \) and noise \( \lambda_n \) models, \( P(Z) \) is computed as follows

\[
P(Z) = \sum_{I} \sum_{J} P(Z/I,J)
= \sum_{I} \sum_{J} P(Z/I,J) P(I,J)
\tag{1}
\]

where the first term in the second line of (1) is the observations probability given a state sequence in the signal noise state space, and the second term is the state sequence probability. The first term can be calculated according to the independence hypothesis, as follows

\[
P(Z/I,J) = \prod_{t=1}^{T} p(z_t/i_t,j_t)
= \prod_{t=1}^{T} \int_{C_t} b_j (x_t) a_j (y_t) dx_t dy_t
\tag{2}
\]

Were in (2) the observed signal density for each observation \( z_t \) is formed from a general function of speech and background \( f(x_t,y_t) \) where \( C_t \) denotes the contour defined by \( z_t = f(x_t,y_t) \). The contour chosen is for the “max” approximation, which assumes that a noisy observation is formed as the maximum of the signal and background observations. This contour is presented in figure 2.

The second term of the second line in (1) can be calculated according to the markovian hypothesis as follows

\[
P(I,J) = \prod_{t=1}^{T} P_{j_t,l_t}
\tag{3}
\]

If we define the likelihood of the pairs \( X, Y, I, \) and \( J \) to be

\[
P(X,Y,I,J) = \prod_{t=1}^{T} b_j (x_t) a_j (y_t) \mathcal{I}_{i_t,j_t}
\tag{4}
\]

then (4) can be expressed as

\[
P(Z/I,J,\lambda_s,\lambda_n) = \sum_{I} \sum_{J} \prod_{t=1}^{T} \int_{C_t} P(X,Y,I,J) dx dy
\tag{5}
\]

In the previous equation, the double summation is over all possible length \( T \) state sequences through the signal background state space lattice.

3. NOISE MODEL PARAMETER ESTIMATION

3.1. Auxiliary Q function

The goal of this section is to find the equations for maximum likelihood parameter estimates of the noise HMM model. It is not possible to obtain the ML estimates directly. However, it is possible to iteratively improve on an initial model \( \lambda_n \), and find a new model \( \lambda_{n*} \) such that \( P(Z/\lambda_{n*}) \geq P(Z/\lambda_n) \). Baum et al [4] showed that the desired improvement in likelihood could be obtained by finding a new model \( \lambda_{n*} \) that maximizes an auxiliary function

\[
Q(\lambda_{n*},\lambda_n) = E[P(X,Y,I,J/\lambda_{n*})]
= \sum_{I} \sum_{J} \prod_{t=1}^{T} P(X,Y,I,J/\lambda_{n*}) \log P(X,Y,I,J/\lambda_{n*}) dx dy
\tag{6}
\]

Strictly speaking in the previous equation the reference should be to both models \( \lambda_s \) and \( \lambda_n \). If we define \( \eta_t(k,l,I,J) \) as the probability of being in state \((k,l)\) at time \( t \), and where \( \eta_t(k,l,I,J) \) is the counting function, as follows

![Figure 1: The HMM-IPM model for one state noise model, where \( j_t = 1; \forall t \)](image)

![Figure 2: Integration contour \( C_t \) for the “max” approximation in equation (2).](image)
\[ \gamma_i(k,l) = \sum_{j} \eta_i(k,l,J) P(X,Y,I,J,\Theta) \]
\[ \eta_i(k,l,J) = \begin{cases} 1 & \text{if } i = k, j, l = l \\ 0 & \text{otherwise} \end{cases} \]

From (4) and (7), equation (6) can be expressed as
\[ Q(\lambda_0, \lambda_0) = \sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \log(b_k(x_i)) r_i(y_i) \times T_{k,l} \gamma_i(k,l) dX dY \]

## 3.2. General Expressions for Noise Model Parameters

Individually maximizing the expectation of \( Q(\lambda_0, \lambda_0) \) in (8) with respect to each of the noisy density parameters is straightforward. The same hypothesis applies from the IPM model, therefore we achieve the similar expressions as in [1] for the noisy mean \( \mu_j \) and variance \( \sigma_j^2 \).

\[ \mu_j = \frac{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) y_i dX dY}{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY} \]
\[ \sigma_j^2 = \frac{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} (\gamma_i(k,l) - \mu_j)^2 dX dY}{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY} \]

Therefore, we need to achieve closed form expressions for the noisy density parameters.

If we define \( \alpha_i(k,l) \) as the probability of the partial observation sequence \( Z_i^t = \{z_1, z_2, ..., z_t\} \), such that at time \( t \), the \( i^{th} \) state is in \( k \) and the \( j^{th} \) state is in \( l \). Similarly, \( \beta_i(k,l) \) is the probability of the partial observation sequence \( Z_i^{t+1} = \{z_1, z_2, ..., z_{t+1}\} \) given that the \( i^{th} \) state is in \( k \) and the \( j^{th} \) state is in \( l \). Therefore,

\[ \alpha_i(k,l) = P(Z_{i+1}^t, i = k, j, l = l) \]
\[ \beta_i(k,l) = P(Z_{i+1}^t, i = k, j, l = l) \]

It can be shown for the denominator of (9) and (10) that by developing \( \gamma_i(k,l) \) according to the previous definition of \( \alpha_i(k,l) \) and \( \beta_i(k,l) \).

\[ \int_C \gamma_i(k,l) dX dY = \alpha_i(k,l) \beta_i(k,l) \]

For \( \alpha_i(k,l) \) a standard recursion can be found

\[ \alpha_i(k,l) = \sum_{i=1}^{T} \alpha_{i-1}(i-1, i-1) \gamma_{i-1}(i, i) \beta_{i-1}(i, i) \]

If we define \( K_i(k,l) \) to be

\[ K_i(k,l) = \beta_i(k,l) \sum_{i=1}^{T} \alpha_{i-1}(i-1, i-1) T_{i,k,l} \]

Therefore, from (13) and (14) we can rewrite (12) as

\[ \int_C \gamma_i(k,l) dX dY = K_i(k,l) p(z_i/s, i = k, j, l = l) \]

For the numerator of (9), from (13) and (14) we can deduce:

\[ \int_C \gamma_i(k,l) dX dY = K_i(k,l) p(z_i/s, i = k, j, l = l) \]

Multiplying the last expression by \( p(z_i/s, i = k, j, l = l) \) in the numerator and denominator, results in

\[ \int_C \gamma_i(k,l) dX dY = K_i(k,l) p(z_i/s, i = k, j, l = l) \]

Therefore (9) can be transformed from (15) and (17) in

\[ \mu_j = \frac{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY}{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY} \]

\[ \sigma_j^2 = \frac{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} (\gamma_i(k,l) - \mu_j)^2 dX dY}{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY} \]

For a similar expression can be found

\[ \beta_i(k,l) = \frac{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY}{\sum_{i=1}^{T} \sum_{k=1}^{N} \sum_{i=1}^{C} \gamma_i(k,l) dX dY} \]

\[ \alpha_i(k,l) = \sum_{i=1}^{T} \sum_{k=1}^{N} \alpha_{i-1}(i-1, i-1) \gamma_{i-1}(i, i) \beta_{i-1}(i, i) \]

3.3. Close Form Expressions

We need to find close form expressions for the noise model parameter ML estimation equations. From (18) and (19) we need to find full expressions for \( p(z_i/s, i = k, j, l = l) \), \( E[\gamma_i/s, z_i, i = k, j, l = l] \), and for \( E[\gamma_i/s - \mu_i)^2 / z_i, i = k, j, l = l] \). Solving equation (2) along the contour defined in figure 2 for the “max” approximation results in:

\[ p(z_i/s, i = k, j, l = l) = a_i(z_i) b_k(z_i) c_k(z_i) A_i(z_i) \]

and

\[ E[\gamma_i/s, z_i, i = k, j, l = l] = \frac{a_i(z_i) b_k(z_i) c_k(z_i) A_i(z_i) E[\gamma_i/s, z_i, i = k, j, l = l]}{p(z_i/s, i = k, j, l = l)} \]
which includes the definition of a truncated gaussian. Its expression is presented next,
\[
E(y_j|y_i < z_i, i = k, j_i = l) = u_j - \sigma_j^2 u_j(z_i)/A_j(z_i)
\]  \hspace{1cm} \hspace{1cm} (22)

And for equation (19),
\[
E((y_j - \mu_j)^2 / z_i, t_i = k, j_i = l) = (y_j - \mu_j)^2 u_j(z_i)B_k(z_i) + b_k(z_i)A_j(z_i)M_j(k,l)\]
\[
p(z_i, t_i = k, j_i = l) = E((y_j - \mu_j)^2 / y_i < z_i, i = k, j_i = l)
\] \hspace{1cm} \hspace{1cm} (23)

were the expression of the truncated gaussian is,
\[
E((y_j - \mu_j)^2 / y_i < z_i, i = k, j_i = l) = \sigma_j^2 - \sigma_j^2 (z_i - u_j)u_j(z_i) / A_j(z_i)
\] \hspace{1cm} \hspace{1cm} (24)

4. EXPERIMENTAL RESULTS

The proposed model and the estimation algorithm were tested on a speaker independent Spanish digit recognition task. Noise data was extracted from the NOISEX-92 database. Only stationary additive noise was considered. Speech was sampled at 16 kHz and 24 MEL log filter bank coefficients were extracted from Hamming windowed 25 ms frames at a rate of 10 ms. The clean speech models were 10 state HMM with 10-gaussian mixtures per state, for each of the 10 digits and 1 state HMM with 10-gaussian mixtures for the silence model. The noise model was a HMM with one state and 1 gaussian. The training database was composed of 1007 utterances, containing each 10 digits, and the recognition database was composed of 100 utterances, again each with 10 digits. The training database contained speech from 103 speakers of Caribbean and Latin American origin, and the recognition database contained speech from 10 independent speakers, of the same origin.

Recognition results for noisy speech, corrupted with white noise at different SNRs, for the clean and the HMM-IPM model are given in Table 1. Results are in “%accuracy” counting deletions, insertions and substitutions. The grammar used was a parallel model of all the digits and the silence model. First the results for the clean speech model results are presented. Second, results for the HMM-IPM model with a “noise only” model are presented. This “noise only” model was estimated from noisy digits of 50 utterances extracted from pause alignments of the original waveform. Additionally the results for the HMM-IPM model using the estimated noise model are presented. The noise model estimation was done with one sentence, in supervised mode. The recognition was done with the HMM-IPM model using the estimated noise model. The estimation and recognition steps were repeated four times; each time using a sentence from a different speaker. Recognition results averaged from these four results are presented in Table 1.

It is shown in Table 1 that the clean speech model degrades its performance in noisy speech as the SNR decreases. The HMM-IPM model using the “noise only” model increases the recognition of the clean speech model, particularly at 30 dB

<table>
<thead>
<tr>
<th>Model</th>
<th>Clean speech model</th>
<th>HMM-IPM: “noise only” model</th>
<th>HMM-IPM: estimated noise model</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0dB</td>
<td>92.60</td>
<td>92.70</td>
<td>92.60</td>
</tr>
<tr>
<td>30dB</td>
<td>72.00</td>
<td>90.70</td>
<td>90.70</td>
</tr>
<tr>
<td>15dB</td>
<td>31.70</td>
<td>43.80</td>
<td>45.75</td>
</tr>
<tr>
<td>10dB</td>
<td>14.90</td>
<td>24.80</td>
<td>34.10</td>
</tr>
<tr>
<td>5dB</td>
<td>12.30</td>
<td>13.70</td>
<td>17.55</td>
</tr>
</tbody>
</table>

Table 1: Recognition Results in White Noise Corrupted Speech for Clean Speech Model, HMM-IPM Model with “Noise only” model and HMM-IPM Model with Estimated Noise Model (average from 4 different results).

where the recognition result is still acceptable. At lower SNRs there is still an increase in recognition, however smaller. The HMM-IPM model using the estimated noise model achieves the same recognition as the HMM-IPM model using the “noise only” model for SNRs from infinity to 30dB. A small increase in recognition is achieved for lower SNRs. The main difference found between the estimated noise model and the “noise only” model for these conditions is an increase in the variances in the estimated noise model.

5. CONCLUSION

An extension of the IPM model is presented that enables the modeling of noisy speech. A ML algorithm is presented for the estimation of the noise model HMM parameters for the recognition of noisy speech when only the clean speech HMM and noisy speech adaptation data are available. Noisy digit recognition experiments show an increase in recognition compared to the clean speech model and similar performance to using a noise model calculated from silent sections.
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