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Abstract

Robust speech recognition via hidden Markov modeling of spectral vectors is studied in this paper. The hidden Markov model (HMM) mixture components are assumed complex Gaussian with zero mean, diagonal covariance, and with incorporating an unknown scalar gain term. The gain term is associated with each spectral vector and it models the varying energy of speech signals. It is estimated by applying the maximum likelihood (ML) criterion. On an isolated digit database, in clean conditions, the spectral modeling with ML gain estimation approach achieved similar performance to cepstral modeling of speech.

Two additive noise compensation approaches for the spectral modeling scheme are also considered. The first approach requires a full noise HMM. This HMM is combined with the clean speech HMM to yield a noisy speech HMM. The second approach requires only the spectral shape of the noise. A term dependent on the spectral shape, together with an unknown magnitude term, is incorporated into the clean speech HMM to yield a noisy speech HMM. The unknown magnitude of the noise is estimated via the ML criterion. The performance of these two approaches for isolated digit recognition in noise is demonstrated and compared to a robust cepstral modeling approach from the literature.

I. INTRODUCTION

As the effects of additive noise on cepstral coefficients are difficult to quantify, speech recognition in noise using this approach often yields poor performance. In this work we model spectral components rather than cepstral components. This has the advantage that the effects of noise on the speech spectral components may be quantified in some cases. For noise additive to and independent of the speech waveform, the spectral magnitude of the noisy speech is given by the addition of the spectral magnitude of the clean speech with that of the noise. The modeling of spectral components for speech recognition has a long history. Prior to the introduction of cepstral coefficients it was the dominant approach for speech recognition, see e.g. [1]. However we know of no previous speech recognition techniques based upon explicitly modeling spectral coefficients by HMM's with complex Gaussian probability density functions (pdfs), an intuitively appealing choice for the pdf and one justifiable under appropriate conditions [2]. Modeling spectral coefficients using complex Gaussians, without their incorporation within the HMM, has been performed previously for other applications. In [2] minimum mean squared error estimates of clean speech spectral components are obtained by modeling the noisy speech components with complex Gaussians pdfs. In [3] the same model is used to derive second order statistics of cepstral coefficients.

For speech recognition purposes, only the magnitude of the spectral components needs to be kept as the likelihood of zero mean complex Gaussian random variables depends only on the magnitude of the variables, and not on their phase. The approach is thus mathematically similar to the time-domain modeling using circulant covariances presented in [4]. The spectral vectors may be obtained using any appropriate spectral estimation techniques. In this study we used a smoothed periodogram spectral estimator. We found it desirable to use a subband of the spectral magnitude components. The choice of the subband was made on heuristic grounds and its optimal choice is outside the scope of this paper. Reference [5] investigates subband based speech recognition in greater detail.

In modeling spectral vectors we need to revisit two problems that are readily addressed in cepstral based systems: compensation for the unknown gain of speech signals and compensation for unknown channels. In cepstral based systems, the first problem may be addressed via exclusion of the zeroth cepstral coefficient and the second problem via, for example, cepstral mean subtraction. In this work we model the gain by incorporating an unknown scalar term in the mixture component's pdf. The scalar gain is then estimated by applying the ML criterion. A closed form solution results for the gain in the clean case and an expectation-maximization (EM) based iterative solution is required in the noisy case. The problem of compensation for unknown communication channels is not addressed in this work but it should be noted that this problem does not arise in all applications, e.g. it does not arise when
the communication channel remains constant during testing and training.

Considering a single mixture component for a particular state of the HMM, the gain compensated pdf of a $K$-dimensional complex spectral vector $Y_t$ of unknown scalar gain $g_t$ is given by

$$p(Y_t | g_t) = \frac{1}{\pi^K g_t^K \prod_{k=1}^{K} \lambda(k)} \exp \left( - \sum_{k=1}^{K} \frac{|Y_t(k)|^2}{g_t^2 \lambda(k)} \right) \tag{1}$$

where $\lambda(k)$ is the variance of the $k$th speech spectral component. This pdf is derived by considering a complex Gaussian spectral vector that has been multiplied by the scalar $g_t$ to produce $Y_t$. Note that the notation in (1) does not identify the particular state and mixture component.

We continue to use this simplified notation and present the mathematics in terms of complex Gaussian pdf’s only rather than presenting the mathematics of the HMM in its full generality. This is because estimation of HMM initial state probabilities, mixture weights, state transition probabilities, and state sequences may be performed in the standard manner using Baum or Viterbi decoding.

In the next section we present the algorithms for training the model based upon (1) in clean conditions. In section III we present equations for recognition in clean and noisy environments. In section IV we discuss the implementation and results on an isolated digit experiment.

II. TRAINING

Training the HMM involves estimation of the $\{\lambda(k)\}$ for each state and mixture from the $T$ vectors that have been assigned to that state and mixture. Given the state and mixture component, the spectral vectors are, as is usually done, assumed to be independent. Thus the pdf of the $T$ vectors is given by $\prod_{t=1}^{T} p(Y_t | g_t)$. The end-product of the training procedure is the ML estimate of $\{\lambda(k)\}_{k=1}^{K}$. This estimate requires estimates of the gains $g_t$, $t = 1, \ldots, T$, and estimates of the gains can only be obtained given an estimate of $\{\lambda(k)\}$. Thus training consists of alternate $\{\lambda(k)\}$ and gain estimation. The estimates of $g_t$ represent the gains of the individual spectral vectors rather than estimates of the underlying speech model and they are discarded once the estimation of $\{\lambda(k)\}$ has been accomplished. By taking the logarithm of the pdf of the $T$ vectors that have been assigned to a particular state and mixture component, and setting the derivative with respect to $g_t$ to zero, the ML estimate of $g_t^2$, for a given $\{\lambda(k)\}$ is found to be

$$g_t^2 = \frac{1}{K} \sum_{k=1}^{K} \frac{|Y_t(k)|^2}{\lambda(k)} \tag{2}$$

For given values of $g_t$, $t = 1, \ldots, T$, the ML estimate of the $\{\lambda(k)\}$ may be obtained in a similar manner and is given by

$$\lambda(k) = \frac{1}{T} \sum_{t=1}^{T} \frac{|Y_t(k)|^2}{g_t^2} \tag{3}$$

Thus for each state and mixture of the HMM, an iterative training process is required which yields the estimates of the $\{\lambda(k)\}_{k=1}^{K}$. These iterations are ceased once convergence of the estimates has occurred.

III. RECOGNITION

Recognition involves calculating the likelihood for each spectral vector for each HMM Gaussian mixture component. In both clean and noisy cases the ML gain estimate is substituted into the likelihood equation. In the clean case, the ML gain estimate is available in closed form and likelihood calculation is thus a simple non iterative procedure. In the noisy case, the ML gain estimation must be performed iteratively. We emphasize again that the expression given in terms of single Gaussian components may be readily embedded in either Baum or Viterbi style decoding.

A. Recognition in clean conditions

In clean conditions, we must calculate a likelihood of the form in (1) for each spectral vector $Y_t$ for each Gaussian mixture component. In contrast to the training case, the $\{\lambda(k)\}$ are now all known. We use the ML estimate of $g_t$ given by (2) in (1). Thus the likelihood calculation, in clean conditions, is non iterative. Substitution of the ML gain estimate (2) into the mixture state pdf (1) yields the following expression for the log likelihood in clean conditions for a particular state and mixture component within the HMM

$$P(Y_t) = \frac{K^K \exp(-K)}{\pi^K \prod_{k=1}^{K} \lambda(k) \prod_{k=1}^{K} \lambda(k)} \tag{4}$$

Generally the log likelihood is used and (4) may be simplified by dropping constant terms.

For recognition in noise we model the noise spectral components in that same manner as the speech spectral components, i.e., as uncorrelated complex Gaussian random variables. We consider two noise compensation schemes. The first requires a trained HMM for the noise, where as the second requires only the gross spectral shape of the noise.

B. Recognition in additive noise given a noise HMM

Here we consider the additive noise to be an HMM whose parameters have been obtained from training data. The model for the noisy speech spectral components is obtained by the convolution of the noise HMM with the clean speech HMM. The result is also an HMM [6] with a number of states equal to the product of the number of states of the two HMM’s. The number of mixtures per state of the noisy HMM is equal to the product of the number of mixtures per state of the two HMM’s [6]. For the noisy spectral components $Z_t$, each Gaussian mixture components of the noisy speech HMM is thus of the form

$$p(Z_t | g_t) = \frac{1}{\pi^K \prod_{k=1}^{K} \left( g_t^2 \lambda(k) + \sigma^2(k) \right)} \cdot \exp \left( - \frac{|Z_t(k)|^2}{g_t^2 \lambda(k) + \sigma^2(k)} \right) \tag{5}$$

where $\sigma^2(k)$ represent spectral energies from a particular state and mixture of the noise HMM. Unlike in the clean case, there is no closed form expression for the maximizing gain of (5). We now develop an iterative solution
using the EM algorithm. In the EM approach we calculate a new estimate \( \hat{g}_t \) given the observed data \( Z_t \) and the old estimate \( \hat{g}_t' \). This is done using the following standard expression of the auxiliary function of the EM:

\[
\hat{g}_t = \arg \max_{g_t} \left\{ \log p(Y_t|g_t)|Z_t, \hat{g}_t' \right\} \equiv \arg \max_{g_t} \{ -K \log (g_t) - \frac{1}{g_t} \sum_{k=1}^{K} E[|Y_t(k)|^2|Z_t, g_t'] \lambda(k) \} \right\}
\]

(7)

Substituting the expression for \( p(Y_t|g_t) \) from (1)

\[
\hat{g}_t = \arg \max_{g_t} \left\{ -K \log (g_t) - \frac{1}{g_t} \sum_{k=1}^{K} E[|Y_t(k)|^2|Z_t, g_t'] \lambda(k) \right\}
\]

(8)

where \( W_t(k) = g_t^2 \lambda(k)/g_t^2 \lambda(k) + \sigma^2(k) \). Equation (8) was obtained using the complex normal \( \mathcal{CN} \) conditional distribution \( p(Y_t(k)|Z_t(k), \hat{g}_t) \sim \mathcal{CN}[W_t(k)Z_t(k), \sigma^2(k)W_t(k)] \). A similar equation was derived in [6] for noisy auto-regressive gain estimation. Once the gain term has been estimated via (8) it is used in (5) to calculate the likelihood for each state and mixture component.

C. Recognition given the additive noise spectral shape

For the second noisy recognition scheme, we require knowledge of only the overall spectral shape of the noise, e.g., white, low-pass etc., rather than a full noise HMM. We assume that the noisy speech is modeled by the clean speech HMM with the addition of a noise variance term to the spectral variances associated with each state and mixture component. This noise term is given by the known noise spectral shape multiplied by an unknown noise gain term. Thus the pdf for a particular state and mixture of the noisy speech HMM is of the following form

\[
p(Z_t|n_t, \hat{g}_t) = \frac{\pi^{N_t} \prod_{k=1}^{K} g_t^2 \lambda(k) + n_t N(k)}{\exp \left( -\sum_{k=1}^{K} \left| Z_t(k) \right|^2 g_t^2 \lambda(k) + n_t N(k) \right)}
\]

(9)

where \( n_t \) is the unknown noise gain and the \( \{N(k)\} \) represent the known spectral shape of the noise. Both the noise and speech gains are now estimated by the EM. The EM iterations for the speech gain are performed using (8) where the \( \sigma^2(k) \) terms in that equation are replaced by \( n_t N(k) \). The \( n_t \) term is estimated using

\[
\hat{n}_t = \arg \max_{n_t} \{ -K \log (g_t) - \frac{1}{g_t} \sum_{k=1}^{K} E[|Y_t(k)|^2|Z_t, n_t'] \lambda(k) \}
\]

(10)

where \( n_t' \) is the current estimate of the noise energy. The distribution \( p(Z_t|Y_t) \) is given by

\[
p(Z_t|Y_t) = \frac{1}{\pi^N \prod_{k=1}^{K} N(k) \exp \left( -\sum_{k=1}^{K} \left| Z_t(k) - Y_t(k) \right|^2 n_t N(k) \right)}
\]

(11)

Thus the \( \hat{n}_t \) term is calculated by the following

\[
\hat{n}_t = \frac{1}{\sum_{k=1}^{K} N(k) \left( \sum_{k=1}^{K} \left| Z_t(k) \right|^2 (1 - 2W_t(k)) + \sigma^2(k)W_t(k) + W_t(k)^2 \right)}
\]

(12)

where \( W_t(k) = g_t^2 \lambda(k)/g_t^2 \lambda(k) + n_t N(k) \). Estimation of the \( g_t \) and \( n_t \) proceeds in turn for each spectral vector for each mixture component density. The estimation is halted once the difference in likelihood between successive iterations is sufficiently small.

In this approach the noise gain is estimated on-line and this estimate is free to track a noise energy that is evolving with time. This could be an important feature in some applications.

IV. IMPLEMENTATION AND RESULTS

The performance of the spectral model was tested in clean and noisy conditions on an isolated digit recognition using the TI digits corpus. Full details of the corpus are available in [7]. We used the portion of the corpus consisting of two utterances per digit from 112 male speakers. The training set consisted of the two utterances from 66 of these speakers and the testing data consisted of the two utterances from the remaining 56 speakers. The speech signal, originally sampled at 20kHz, was down-sampled to 8kHz.

All experiments were conducted using left to right (LR) HMM’s. Each digit HMM had 10 states and each state consisted of 2 complex Gaussian components. The vector dimension was \( K = 100 \). The initial estimate of parameter set was obtained from uniform segmentation of the training set into 10 intervals.

Pre-processing the speech signal consisted of estimating the spectral coefficients using the smoothed periodogram described in [3]. We did not keep all the spectral components form the spectral estimate. Rather we kept only those spectral components corresponding to the center frequencies of the MEL band, as given in [8]. This produced slightly superior performance to keeping all frequency components but we do not investigate this matter further in this work.

The techniques was tested using additive white Gaussian noise although the techniques may be applied to more complicated noise models. The use of white Gaussian noise allows comparison with noise robust cepstral based techniques from the literature that also used the TI corpus.

We tested both of the recognize in noise techniques. In the first method, an estimate of the noise variance was obtained from silence portions of the test utterance. In the second method the noise variance is estimated in a
technique may be applied to noise modeled by a HMM or to noise whose spectral shape is known. In the latter case the system will estimate the energy of the noise in an on-line manner allowing it to track time evolving noise energy. The experiment in this paper did not test this feature. Possible extensions to this work could involve the incorporation of a constant multiplicative term in the model to handle channel conditions and testing on more difficult data and noise.
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V. Conclusion

We have demonstrated robust speech recognition using spectral vectors rather than using cepstral vectors as in common use. The approach was tested only on an isolated digit problem. On this task we compared the performance to a robust cepstral technique. The test was on a isolated digits and using only additive white Gaussian noise. The