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Abstract

In an earlier study, we proposed a very effective dialect/accent classification algorithm, which is named Word based Dialect Classification (WDC). The WDC works well for large size corpora and significantly outperforms traditional Large Vocabulary Continuous Speech Recognition (LVCSR) based systems, which is claimed to be the best performing system for language identification. For a small training corpus, however, it is difficult to obtain a robust statistical model for each word and each dialect. Therefore, a Context Adapted Training (CAT) algorithm is formulated here, which adapts the universal phoneme GMMs to dialect-dependent word HMMs via linear regression. Employing on a 8-dialect British English corpus–IVIE, the CAT algorithm trained WDC system obtains a 35.3% relative classification error reduction from the baseline LVCSR system, and a 20.2% relative classification error reduction from the basic WDC system.

1. Introduction

Dialect/Accent is a pattern of pronunciation and/or vocabulary of a language used by the community of native/non-native speakers belonging to some geographical region. Some researchers have slightly different definition of dialect and accent. In this study, we use “dialect” and “accent” interchangeably. Our focus is to detect the dialect of an unrestricted (i.e., speaker-independent, transcript unknown) audio utterance from pre-defined set of N dialect classes. Accent detection, or as it is sometimes referred to as accent classification, is an emerging topic of interest in the Automatic Speech Recognition (ASR) community since accent is one of the most important factors next to gender that influence ASR performance [1, 6, 7]. Accent knowledge could be used in various components of the ASR system such as pronunciation modeling [12], lexicon adaptation [17], and acoustic model training [9] and adaptation [3].

In our study, we focus our attention on dialect of English, since application to other languages is straightforward. From an linguistic point of view [15, 16, 18], a word may be the best unit to classify dialects. However, for an automatic speech based classification system, it is impossible to construct statistical models for all possible words from even a small subset of dialects. Fortunately, the words in a language are very unevenly distributed. The 100 most common words account for 40% of the occurrences in the Wall Street Journal (WSJ) corpus [13], which has 20K distinct words, and account for 66% in the SwitchBoard corpus [5], which has 26K distinct words. So, only a small set of words are required for dialect classification based modeling.

In our previous study [8], we have proposed a very effective dialect/accent classification algorithm, which is named as Word based Dialect Classification (WDC). The WDC turns the single text-independent decision problem at the utterance level into a combination of text-dependent decision problems at the word level. The WDC framework also provides options for further modeling and decision space improvement. In [8], for example, we applied AdaBoost and dialect dependency algorithms to boost the word classifier and utterance classifier respectively. WDC works very well for large size corpora and significantly outperforms a Large Vocabulary Continuous Speech Recognition (LVCSR) based system, which is claimed to be the best performing system in language identification [19]. On the 2-dialect WSJ corpus and 4-dialect NATO N4 corpus, the WDC system obtains 1.9% and 1.6% classification error respectively; on the contrary, the LVCSR based system obtains 5.9% and 5.5% classification error respectively. The length of each test utterance is 9 seconds in duration. The relative error reduction is 69% on the average. For a small training corpus, however, it is difficult to obtain a robust statistical model for each word and each dialect. Therefore, a Context Adapted Training (CAT) algorithm is formulated here, which adapts the universal phoneme GMMs to dialect-dependent word HMMs via linear regression. The CAT trained word HMMs are then applied in the regular WDC system for dialect classification.

The remainder of this paper is organized as follows: we briefly review the LVCSR based system and basic WDC algorithm in Sec. 2; the CAT word model training algorithm is formulated in Sec. 3; the experimental results are shown in Sec. 4; finally, conclusions are presented in Sec. 5.

2. Background

2.1. LVCSR based Dialect Classification System

Given audio data and corresponding transcripts, it is straightforward to train acoustic and language models for each dialect. Fig. 1 shows a block digram of the LVCSR based classification system, where N is the number of dialects, and Li is the likelihood of dialect i. During the test phase, N recognizers are employed in parallel, and the recognizer with the highest likelihood is selected as the dialect class. The LVCSR based system achieves high classification accuracy since it uses knowledge from the phoneme to phoneme sequence through word to word sequence and it has been to be the best performing system in the language identification [19].

2.2. Basic WDC Algorithm

The idea behind WDC is to make a multiple text-dependent decision at the word level instead of making a single text-independent decision at the utterance level. It’s clear that a text-dependent decision would be more accurate than a text-independent decision. Also, it’s reasonable to apply a weighting strategy on the multiple decision problem as shown in our previ-
ous study [8]. Fig. 2 shows the block diagram of WDC training. In the training phase, we find all common words across the dialects and train an HMM for each word and dialect. During the test phase, a recognizer is applied to generate the word sequence, then each word which has a trained model is used in a word classifier. The final decision at the utterance level is based on voting from all the word classifiers.

\begin{align}
A_i \rightarrow & \text{Viterbi Alignment} \rightarrow \text{Data Grouping} \rightarrow \text{HMMs}_i \\
A_j \rightarrow & \text{Viterbi Alignment} \rightarrow \text{Data Grouping} \rightarrow \text{HMMs}_j \\
A_k \rightarrow & \text{Viterbi Alignment} \rightarrow \text{Data Grouping} \rightarrow \text{HMMs}_k
\end{align}

Figure 2: Block Diagram of WDC Training

3. Context Adaptive Training (CAT) on Small Data Set

If the size of the training set is small or there are many dialects for a limited data set, it becomes a challenge to train a robust HMM for each word and each dialect, and therefore model adaptation techniques should be applied. In our study [8], we set the number of states in the word HMM equal to the number of phonemes contained in the word. Therefore the word HMMs can be adapted from the phoneme models, which can be trained using data from all the dialects, or even data that is independent of the dialect data set. The proposed adaptation scheme here is motivated by the well established Maximum Likelihood Linear Regression (MLLR) [11] method. To begin with, we define the following notation:

- \( T \) : the total number of frames for a word in a dialect;
- \( T_w \) : the total number of training samples for a word in a dialect;
- \( S \) : the number of states (or phonemes) for a word in a dialect;
- \( M \) : the number of Gaussian mixtures for each state in the HMM;
- \( N_{i,j} \) : the number of frames for the \( j^{th} \) training sample in state \( i \);
- \( \mathbf{o}_t \) : the \( t^{th} \) frame vector, where the dimension of the feature is \( n \);
- \( \mu_{s,m}, \Sigma_{s,m} \) : the mean vector and the diagonal covariance matrix of the \( m^{th} \) Gaussian mixture in the \( s^{th} \) state, where
  \[
  \text{diag}(\Sigma_{s,m}) = [\sigma_{s,m,1}^2, \sigma_{s,m,2}^2, \ldots, \sigma_{s,m}^2];
  \]
- \( \omega_m \) : the mixture weight of the \( m^{th} \) Gaussian mixture (in state \( s \));
- \( a_{ij} \) : the transition probability from state \( i \) to state \( j \);
- \( \pi_i \) : the initial probability of state \( i \);
- \( \lambda \) : the parameter set of the HMM;
- \( \mathbf{W} \) : the \( n \times (n+1) \) transformation matrix which must be estimated;
- \( v, \hat{v} : v \) is an original variable, and \( \hat{v} \) is the updated/estimated variable of \( v \).

Using this notation, the mean vector is updated through [11] as,

\[
\hat{\mu}_{s,m} = \mathbf{W} \xi_{s,m}, \tag{1}
\]

where \( \xi_{s,m} = \{ 1, \mu_{s,m} \} \), and

\[
\mathbf{W}_i^{(l)} = (G_i^{(l)})^{-1} \mathbf{Z}_i^{(l)}, \tag{2}
\]

where \( \mathbf{W}_i, \mathbf{Z}_i \) are the \( i^{th} \) row of \( \mathbf{W} \) and \( \mathbf{Z} \) (\( \mathbf{Z} \) is a \( n \times (n+1) \) matrix) respectively, and

\[
\mathbf{Z} = \sum_{i=1}^{T} \sum_{s=1}^{S} \sum_{m=1}^{M} \gamma_{s,m}(\mathbf{o}_t) \Sigma_{s,m}^{-1} \mathbf{v}_{i}^{(s,m)} \xi_{s,m}, \tag{3}
\]

\[
G_i^{(l)} = \left[ \frac{\mathbf{g}_i^{(l)}}{\sum_{j=1}^{n+1} \frac{1}{\mathbf{g}_j^{(l)}}} \right]_{(n+1) \times (n+1)}, \tag{4}
\]

\[
\mathbf{g}_i^{(l)} = \sum_{s=1}^{S} \sum_{m=1}^{M} v_{i}^{(s,m)} d_{i}^{(s,m)}, \tag{5}
\]

\[
\mathbf{v}_{i}^{(s,m)} = \left[ v_{i}^{(s,m)} \right]_{n \times 1}, \tag{6}
\]

\[
\mathbf{d}_{i}^{(s,m)} = \left[ d_{i}^{(s,m)} \right]_{(n+1) \times (n+1)} = \xi_{s,m} \xi_{s,m}^T. \tag{7}
\]

Based on previous studies [4], we choose the diagonal covariance matrix to update as follows,

\[
\hat{\sigma}_{s,m,l}^2 = R_l \sigma_{s,m,l}^2, \quad l = 1, 2, \ldots, n, \tag{8}
\]

where

\[
R_l = \frac{\sum_{t=1}^{T} \sum_{s=1}^{S} \sum_{m=1}^{M} \gamma_{s,m}(\mathbf{o}_t) \left( \frac{\mu_{s,m}(\mathbf{o}_t) - \mu_{s,m,l}^2}{\sigma_{s,m,l}^2} \right)}{\sum_{t=1}^{T} \sum_{s=1}^{S} \sum_{m=1}^{M} \gamma_{s,m}(\mathbf{o}_t)}. \tag{9}
\]

The term \( \gamma_{s,m}(\mathbf{o}_t) \) denotes the probability of the \( t^{th} \) frame being observed in the \( m^{th} \) mixture of the \( s^{th} \) state of the HMM.

In the original formulation of MLLR, this term is computed through the Forward-Backward algorithm, here the Viterbi algorithm is used. It is defined as

\[
\gamma_{s,m}(\mathbf{o}_t) = \begin{cases} 
P(m|\mathbf{o}_t, \lambda) = \frac{\omega_m b_{s,m}(\mathbf{o}_t)}{\sum_{s=1}^{n} \omega_s b_{s,m}(\mathbf{o}_t)} & \text{if } S(\mathbf{o}_t) = s, \\
0 & \text{else}
\end{cases}, \tag{10}
\]
where $S(o_k)$ is the state which generates the frame $o_k$, $b_m(o_k)$ is the observation probability of the $m$th Gaussian mixture in state $s$,

$$b_m(o_k) = \frac{1}{w_m} \exp \left[ -\frac{1}{2} \sum_{l=1}^{n} \frac{(o_{k,l} - \mu_{m,l})^2}{\sigma_{m,l}^2} \right].$$

Since the states of the word HMM is the phoneme sequence of the word obtained from a pronunciation dictionary (the CMU 125K American English dictionary [2] is used in our study), the HMM structure should be left-to-right. Also, the one-state-skip structure can address the phoneme deletion (e.g., farm pronounced as /F AA R M/ in the CMU dictionary, which is actually pronounced as /F AA M/ in British English). Because it is very hard to obtain a pronunciation dictionary which includes the pronunciation variations of all dialects, a phoneme recognizer may be applied to decode the phoneme in order to capture the phoneme substitution, phoneme deletion and phoneme insertion. Therefore, we define 3 HMM structures in the CAT training: (i) CAT1-a: a no-skip left-to-right structure, where the phoneme sequence is obtained from the CMU pronunciation dictionary; (ii) CAT1-b: a no-skip left-to-right structure, where the phoneme sequence is obtained from the phoneme recognizer; (iii) CAT2: a one-state-skip left-to-right structure, where the phoneme sequence is obtained from the CMU pronunciation dictionary.

The steps employed for CAT training are summarized as follows,

1. Given the audio data and word-level transcripts, find the training samples for the words and phonemes using Viterbi forced alignment.
2. Train the universal gender-dependent and/or gender-independent $M$ mixture based phoneme GMMs using all the dialect data.
3. For each word and each dialect, do:
   
   (a) Initialize the word HMM. The corresponding $S$ phoneme GMMs are concatenated to form an $S$ state word HMM. The phoneme sequence of the word can be obtained by the pronunciation dictionary or by a phoneme recognizer. The initial state probabilities are set as
   
   $$\pi_1 = 1, \pi_i = 0, i = 2, 3, \ldots, S.$$  \hspace{1cm}  (12)

   If a no-skip left-to-right HMM structure (CAT1-a, CAT1-b) is used, the initial transition probabilities are set as follows,

   $$a_{i,i+1} = 1, \text{if } i = 1, \text{and } i = S - 1$$

   $$a_{i,1} = 1, \text{if } i = S$$

   $$a_{i,j} = 0, \text{if } i = 1, \ldots, S, j \notin \{i, i + 1\}.$$  \hspace{1cm}  (13)

   If a one-state-skip left-to-right HMM structure (CAT2) is used, the initial transition probabilities are set as follows,

   $$a_{i,i+1} = 1, \text{if } i = 1, \text{and } i = S - 1$$

   $$a_{i,j} = 1/3, \text{if } i = 1, \ldots, S - 2$$

   $$a_{i,j} = 0, \text{if } j \notin \{i, i + 1, i + 2\}.$$  \hspace{1cm}  (14)

   (b) Viterbi forced alignment is used to obtain the state and mixture sequences for each training sample.

(c) Update the HMM parameters as follows:

   i. Use Eq. 1 to update $\mu_{s,m}$
   ii. Use Eq. 8 to update $\Sigma_{s,m}$
   iii. The mixture weights are updated through,

   $$\hat{\omega}_{s,m} = \frac{1}{\sum_{s=1}^{S_m} \sum_{j=1}^{N_s} P(m | o_j(x), \lambda)},$$

   $$s=1, 2, \ldots, S, m = 1, 2, \ldots, M.$$  \hspace{1cm}  (15)

   iv. Here, three alternate methods are used for Context Adaptive Training (CAT1-a, CAT1-b, and CAT2):

   - for CAT1-a and CAT1-b, the transition probabilities are updated through,

   $$\hat{a}_{i,j} = \frac{\sum_{s=1}^{S_i} N_{i,j}}{\sum_{s=1}^{S_i} (N_{i,j} + 1)},$$

   $$i = 1, 2, \ldots, S - 1; j = 1, 2, \ldots, S.$$  \hspace{1cm}  (16)

   - for CAT2, the transition probabilities are updated through

   $$\hat{a}_{i,j} = \frac{\sum_{s=1}^{S_i} N_{i,j}}{\sum_{s=1}^{S_i} (N_{i,j} + 1)} - 1$$

   $$\hat{a}_{i,j} = 0, \text{if } i = 1, \ldots, S - 2, \text{and}$$

   $$\hat{a}_{S-1,j} = \frac{\sum_{s=1}^{S_i} N_{S-1,j}}{\sum_{s=1}^{S_i} (N_{S-1,j} + 1)} - 1.$$  \hspace{1cm}  (17)

   Where $I(p)$ is the indicator function and defined as $I(p) = 1, \text{if } p \text{ is true and } I(p) = 0, \text{if } p \text{ is false.}$

   (d) Iterate between step (b) and (c) until a preselected stopping iteration is reached or a model change threshold is achieved.

4. Experiments

The speech recognizer used in our study is the Sonic system [14], which employs a decision-tree triphone acoustic model and back-off trigram language model. The acoustic model is trained using the WSJ (Wall Street Journal) American English data, which is represented as the AAM in Fig. 3. The feature used in our study is a 39-dimensional MFCC vector (static, delta, double delta).

The corpus used is the IViE British 8-dialect corpus [10]. Table 1 shows a summary of the training and test sets used from the corpus. The length of each test utterance is 9 seconds in duration. From Table 1, it is observed that there is on the average less than 40 minutes of training data for each dialect in the IViE corpus. There are only 10 training samples for each word and each dialect on the average. So, it is hard to train a robust HMM for each word and each dialect. The CAT algorithm therefore can be applied for this limited size corpus.
As shown in Table 1, there are 96 speakers in total, with each speaker producing read and spontaneous speech. We use the read speech of 64 speakers as the training data. The read speech of the remaining 32 speakers is used to test the word classification error of CAT and baseline training algorithms, the result is shown in Fig. 4. The spontaneous speech of the remaining 32 speakers is used in the utterance dialect classification evaluation, with the results shown in Table 2.

Fig. 4 shows the word dialect classification error of the 3 CAT structures versus the baseline WDC training algorithm for the 8-dialect IVIE corpus. From Fig. 4, we see that all three CAT based methods outperform the baseline WDC training algorithm significantly on the words with 3-or-more phonemes, and the 3 CAT structures achieve almost the same performance for word classification. Since all 8 dialects are from the United Kingdom, there are fewer differences across each dialect for phoneme deletion and phoneme insertion. If the dialects were a mixture from the United Kingdom and the United States, we would expect more differences. This may be the reason why CAT1-b and CAT2 do not outperform the CAT1-a structure. The CAT1-a is used in the following experiment. Table 2 shows the utterance classification errors of different algorithms. “WDC+CAT” means that the word models are trained by the CAT algorithm (CAT1-a is used). “WDC” is the basic WDC algorithm as in Sec. 2.2. When using CAT as the training algorithm in the WDC system, we obtain a 20.2% error reduction on utterance dialect classification. The relative error reduction from the baseline LVCSR system to that with “WDC+CAT” is 35.5%.

Table 2: Utterance dialect classification error(%) of algorithms using the 8-dialect IVIE corpus

<table>
<thead>
<tr>
<th>Data</th>
<th>Total Training Set</th>
<th>Total Test Set</th>
<th>Dialects/ Accents</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVIE</td>
<td>Vocab. 320</td>
<td>Spkrs 64</td>
<td>Size 5 hours</td>
</tr>
<tr>
<td>WDC+CAT</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we extended our previously proposed Word based Dialect Classification (WDC) algorithm. The original WDC works well on the large size corpus. For a small size corpus, however, it is difficult to train a robust HMM for each word and each dialect due to the limited size of the training data. We proposed a Context Adaptive Training (CAT) algorithm which can adapt the universal phoneme GMMs to dialect-dependent word HMMs. Using the CAT training algorithm on the basic WDC system, we obtain a 20.2% relative utterance classification error reduction. The error reduction from the baseline LVCSR system to the “WDC+CAT” dialect classification system is 35.5%.
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