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Abstract

This paper presents a novel pitch tracking method in the time domain. Based on the difference function as used in YIN -- referred to as the sum magnitude difference square function (SMDSF) thereafter -- we propose two modified types of SMDSFs, with several methods presented to calculate these SMDSFs efficiently and without bias by using the FFT algorithm. In pitch estimation, every type of SMDSF has its own estimation error characteristics. By analyzing these characteristics, we define a new function which combines the features of the two types of SMDSFs to prevent estimation errors. A new, relatively accurate, and real-time pitch tracking algorithm is then proposed which does not need any extra pre-processing and post-processing. Experimental results show that this proposed algorithm can achieve remarkably good performance for pitch tracking.

1. Introduction

Pitch is an important parameter for speech recognition, compression, and synthesis. It plays a significant role in both the production and the perception of speech. The period of a periodic signal can be defined as the smallest positive member of the infinite set of time shifts that leaves the signal invariant. But real-world speech is not a perfectly periodic signal, it is actually quasi-periodic (i.e. a non-stationary time-varying signal). Due to its time-varying and non-stationary properties, speech signals are always processed with short-term techniques.

There are numerous time-domain short-term based pitch tracking algorithms [8], in which different functions are used, such as autocorrelation functions and difference functions. A typical autocorrelation function is the normalized autocorrelation function (NACF), which is used in many algorithms [3, 6]. The average magnitude difference function (AMDF) [4] is another well-known function. Recently several difference functions based on modified AMDF have been presented, such as the cumulative mean normalized difference function (CMNDF) [2] and the circular average magnitude difference function (CAMDF) [5].

Sampling, windowing and strong harmonic content are known to be the key factors that limit the accuracy of pitch estimation. Two typical kinds of errors in pitch estimation are period-doubling errors and period-halving errors, corresponding to “too low” errors and “too high” errors in YIN [2]. Many pitch estimation algorithms have methods to prevent these two types of errors from taking place. These methods generally consist of two stages: a pre-processing stage, using, for example, low-pass filtering [2, 7] and a post-processing stage using dynamic programming [3, 6]. However, only one certain type of time-domain functions (ACF, AMDF, et c.) is used in these algorithms during pitch candidate generation, which inevitably limits the accuracy of pitch estimation. Different time-domain functions used in pitch estimation lead to different error distributions. Some functions have a higher doubling error rate while others have a higher halving error rate. By analyzing the error characteristics of several existing SMDSFs, a combined function which has the common merit of several existing SMDSFs is proposed, and is shown to have the lowest error rate for pitch estimation.

The motivation of this paper is to find the optimal time-domain function for pitch estimation that can be calculated efficiently in real time, and based on this to design a simple yet efficient pitch tracking algorithm. The rest of the paper is organized as follows. In Section 2 we discuss several SMDSFs for pitch estimation and analyze their error characteristics. In Section 3 we propose a novel pitch tracking algorithm and describe the details. The experiments and results are given in Section 4 with discussion and analysis in the last section.

2. Definitions of SMDSFs

2.1. Bidirectional SMDSF

The sum magnitude difference square function (SMDSF) is defined as

\[ d_t(\tau) = \sum_{j=0}^{N-1} (s(j) - s(j + \tau))^2 \]  

where \( s \) denotes the speech sample sequence, \( j \) is the time index (or sample point index), and \( N \) is the size of the analyzing frame. The definition in (1) was proposed in YIN [2].

The calculation of Eq (1) is computationally expensive. Two approaches were proposed in YIN. The first one uses a recursive formula over time with a time complexity of \( O(N^2) \), which is slow at a reduced frame rate. The second one employs the FFT algorithm, but is approximate with an unwanted bias.

In order to calculate Equation (1) efficiently using the FFT algorithm without any bias, we expand Equation (1) into

\[ d_t(\tau) = \sum_{j=0}^{N-1} s(j)^2 + \sum_{j=0}^{N-1} s(j+\tau)^2 - 2 \sum_{j=0}^{N-1} s(j)s(j+\tau) \]  

It is well known that in short-term analysis the speech sample sequence is segmented into frames. One frame of the speech sample sequence at time index \( j \) can be defined as

\[ s(j) = \begin{cases} s(j + j), & j = 0, 1, ..., N - 1 \\ 0, & \text{otherwise} \end{cases} \]  

Accordingly Equation (2) becomes

\[ d_t(\tau) = a_t(0) + r_\tau(\tau) - 2(a_t(\tau) + c_\tau(\tau)) \]
where \(a_t(\tau)\), \(r_t(\tau)\), and \(c_t(\tau)\) are as follows

\[
a_t(\tau) = \sum_{j=0}^{N-1} s_j(j + \tau)
\]  

(5)

\[
r_t(\tau) = \begin{cases} a_t(0), & \tau = 0 \\ r_t(\tau - 1) - (s(t + \tau - 1) + (s(t + N + \tau - 1))), & \text{otherwise} \end{cases}
\]  

(6)

\[
c_t(\tau) = \sum_{j=0}^{N-1} s_j(j + N - \tau)s_{j,N}(j)
\]  

(7)

Equation (5) is the autocorrelation function of the frame at time index \(t\), which can be calculated efficiently using the FFT algorithm. Equation (6) is the power of the speech frame at current lag \(\tau\), which can be calculated recursively over \(\tau\) in linear time. Equation (7) is the cross-correlation between two functions. The left-to-right SMDSF and the right-to-left SMDSF are different functions, at least in form, at time index \(t\). Figure 1 illustrates the difference between the two functions. The left-to-right SMDSF and the right-to-left SMDSF have an interior relation as described by

\[
d'_t(\tau) = \frac{d_t(\tau) + d'_t(\tau)}{2}
\]  

(11)

Table 1 gives the gross error rate (GER) for pitch estimation using different SMDSFs without any pre-processing and post-processing. The experiment shows that pitch estimation based on the bidirectional SMDSF has the lowest GER. We can also see that the proposed bidirectional pitch estimation method causes more doubling errors than halving errors.

}\[
\begin{array}{c|c|c}
\text{Method} & \text{GER} (%) & \text{Doubling/Halving} \text{ (%)} \\
\hline
\text{Left-to-right} & 7.3 & 5.8/1.5 \\
\text{Right-to-left} & 12.4 & 6.9/5.5 \\
\text{Bidirectional} & 6.6 & 4.9/1.7 \\
\end{array}
\]

2.2. Circular SMDSF

In the previous section, we defined a bidirectional SMDSF where the doubling errors and the halving errors are not balanced. If we can have another method with relatively more halving errors, it can be imagined that by combining it with the previous method, we can have a novel method with lower doubling and halving errors. A new type of SMDSF for this purpose is defined as

\[
D'_t(\tau) = \sum_{j=0}^{N-1} (s(j) - s(j + (j + \tau - t) \text{ mod } 2N))^2/n
\]  

(13)

where \(\text{mod}\) represents the modulo operation. The function defined by Equation (13) is referred to as a circular SMDSF due to the modulo operation on the sample point index. The analyzing frame size used in the circular SMDSF is \(2N\), two
times the frame size used in the bidirectional SMDSF. We can derivate Equation (14) from Equation (13)

\[ D'_r(\tau) = 2a'_r(0) - 2a'_r(\tau) + a'_r(2N - \tau) \]  \tag{14} 

where \( a'_r(\tau) \) has a similar definition to Equation (5) except that the analyzing frame size is \( 2N \) instead of \( N \).

The time complexity for the calculation of the circular SMDSF is \( O(N \log(N)) \). The raw pitch estimation using the circular SMDSF is similar to that using the bidirectional SMDSF, and Equation (12) can be applied to estimate the pitch at time index \( t+N \).

The circular SMDSF has different characteristics from the bidirectional SMDSF as illustrated in Figure 2. The circular SMDSF has a more obvious ascending trend with larger lag than the bidirectional SMDSF. If the frame size is not an integer multiple of the pitch period, the terms after the modulo operation may make the circular SMDSF value larger. This characteristic can prevent doubling errors during the pitch tracking, but sometimes increase more halving errors.

![Figure 2: The difference between the bidirectional SMDSF and the circular SMDSF](image)

**2.3. Combined SMDSF**

As can be seen above, the bidirectional SMDSF and the circular SMDSF have their own characteristics, which are different in the doubling error rate and the halving error rate. It is straightforward to propose that the two functions can complement each other in some sense when they are combined together.

A combined SMDSF is defined as a linear interpolation between the bidirectional SMDSF and the circular SMDSF by the simple form

\[ D'_r(\tau) = aD_r(\tau) + (1-a)D'_r(\tau) \]  \tag{15} 

where \( a \in [0, 1] \) is an interpolation parameter.

Table 2 gives the GERs (refer to Section 4 for the definition of GER and the details of the experiment conditions) of pitch estimation using the bidirectional SMDSF, the circular SMDSF, and the combined SMDSF with \( a=0.3 \) without any pre-processing and post-processing. The experimental results show that the bidirectional SSDMF has higher doubling error rate and the circular SSDMF has higher halving error rate, while the combined SMDSF has the lowest GER and balanced doubling/halving error rates.

**Table 2: GERs and doubling/halving error rates for pitch estimation using the bidirectional SMDSF, the circular SMDSF, and the combined SMDSF**

<table>
<thead>
<tr>
<th>Method</th>
<th>GER (%)</th>
<th>Doubling/Halving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidirectional</td>
<td>6.6</td>
<td>4.9/1.7</td>
</tr>
<tr>
<td>Circular</td>
<td>4.5</td>
<td>1.9/2.6</td>
</tr>
<tr>
<td>Combined</td>
<td>4.1</td>
<td>2.0/2.1</td>
</tr>
</tbody>
</table>

**3. Pitch tracking algorithm**

In this section, we describe a pitch tracking algorithm based on the proposed combined SMDSF. The algorithm consists of two main parts: voice activity detection (VAD) and pitch estimation.

From a practical standpoint, we should consider the normalization of SMDSF. There are two methods to normalize the combined SMDSF used in this paper.

The first form of normalization was proposed by Cheveigne [2] and defined as follows

\[ \tilde{f}(\tau) = \begin{cases} 1, & \tau = 0 \\ f(\tau)r & \tau = 1, \ldots, N - 1 \end{cases} \]  \tag{16} 

while the second one is herein proposed as

\[ \tilde{f}(\tau) = f(\tau)N \sum_{k=0}^{N-1} f(k), \tau = 0,1,\ldots,N-1 \]  \tag{17} 

where \( f(\cdot) \) means a type of SMDSF.

Experimental results show that the normalized combined SMDSF has more stable estimation values than the original function in voiced/unvoiced speech segmentation, using either Equation (16) or Equation (17). A simple VAD method is described as follows

\[ \tilde{f}(\tau) \leq \beta, \text{voiced} \]  \tag{18} 

where \( \tilde{f}(\tau) \) is the normalized combined SMDSF and \( \beta \) is an absolute predefined threshold. The normalized function \( \tilde{f}(\tau) \) can be considered as the measurement of the proportion of aperiodic power in certain signal [2]. Thus we can use Equation (18) to detect voiced segments of speech.

After the voice activity detection phase, we use Equation (12) to estimate pitch based on the normalized combined SMDSF. Note that the frame size \( N \) must be larger than the maximum value of the pitch period. The frame size used in the bidirectional SMDSF is \( N \) and is doubled in the circular SMDSF.

Our pitch tracking algorithm consists of the above two stages without any pre-processing or post-processing. Its time complexity is \( O(MN\log_2(N)) \) where \( M \) is the total number of frames and \( N \) is the frame size. The experimental results can show that this proposed algorithm has high performance at a moderate frame rate.
4. Evaluation

4.1. Experiment setup

The algorithm was evaluated on a small database of speech collected at the University of Edinburgh [1]. The Edinburgh database contains the speech of 100 sentences read by one male speaker and one female speaker. The database also contains reference pitch contours derived from simultaneously recorded laryngograph waveforms. The sentences in the database are biased to contain difficult cases for pitch estimation, such as voiced fricatives, nasals, liquids, and glides.

The formal evaluation was made by accumulating errors over all utterances in the database, using the reference pitch contours as ground truth. Note that our estimated pitch contours were not pre-processed (such as by low pass filtering) or post-processed (such as by a smoothing procedure like median filtering or dynamic programming).

4.2. Experiments and results

Comparisons between the estimated and reference pitch values were made every 12ms. The voicing decision error rate (VDER) was only computed for the fraction of voiced speech misclassified as unvoiced. Additionally, for the fraction of speech correctly identified as voiced, a GER was computed measuring the percentage of comparisons for which the reference and estimated pitch differed by more than 20%.

Note that the GERs in Tables 1 and 2 were computed between all voiced speech reference pitch values and corresponding estimated pitch values. The results of our evaluation are presented in Table 3.

Table 3: VDERs, GERs and doubling/halving error rates for pitch estimation using Praat (To Pitch) [9], the first form of normalized combined SMDSF C (as defined by Equation 16) and the second form of normalized combined SMDSF L (as defined by Equation 17) with β=0.60, 0.65, 0.70

<table>
<thead>
<tr>
<th>Method</th>
<th>VDER (%)</th>
<th>GER (%)</th>
<th>Doubling/Halving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Praat: To Pitch</td>
<td>7.2</td>
<td>2.2</td>
<td>1.5/0.7</td>
</tr>
<tr>
<td>β=0.60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>8.1</td>
<td>1.8</td>
<td>0.8/1.0</td>
</tr>
<tr>
<td>L</td>
<td>8.4</td>
<td>1.8</td>
<td>0.8/1.0</td>
</tr>
<tr>
<td>β=0.65</td>
<td>5.8</td>
<td>2.2</td>
<td>1.0/1.2</td>
</tr>
<tr>
<td>C</td>
<td>6.0</td>
<td>2.1</td>
<td>0.9/1.2</td>
</tr>
<tr>
<td>L</td>
<td>5.8</td>
<td>2.2</td>
<td>1.0/1.2</td>
</tr>
<tr>
<td>β=0.70</td>
<td>4.2</td>
<td>2.6</td>
<td>1.1/1.4</td>
</tr>
</tbody>
</table>

The baseline is the pitch tracking algorithm integrated in Praat (Version 4.3.04) [9] which is well-known practical pitch tracking algorithm. The script used in Praat is “To Pitch... 0.012 40 500”, which means frame shift is 0.012 second and the minimum and maximum values of $f_0$ are 40Hz and 500Hz. In our algorithm, the frame size used in the bidirectional SMDSF is 25ms and in the circular SMDSF 50ms. The minimum and maximum values of pitch are 2ms and 25ms. The results listed in Table 3 show that two types of normalization function have almost the same error rates at different β values. When β≤0.65, the GERs of our algorithm are lower than Praat’s. Larger β value will result in lower GER but higher VDER.

5. Conclusions

In this paper, we proposed two different types of SMDSF: a bidirectional SMDSF and a circular SMDSF. An efficient method to calculate these SMDSFs was also proposed with a small time complexity of $O(N\log_2(N))$. This is very important for real time applications.

The motivation of this paper was to analyze the error characteristics of the two different types of SMDSFs and construct an optimal function that was more accurate for use in pitch tracking. Experimental results show that pitch estimation based on the proposed combined SMDSF achieves the lowest error rate. Especially, it can achieve balanced doubling error rates and halving error rates.

We also described a relatively accurate and efficient pitch tracking algorithm based on the normalized combined SMDSF. Experimental results show that our pitch tracker has lower GER and DER than the baseline Praat method when β=0.65. However, the VAD method used in our algorithm was too simple. A more complicated VAD method and pre/post-processing steps will be considered in our future research.
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