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Abstract

We propose a novel acoustic segment modeling approach to automatic language identification (LID). It is assumed that the overall sound characteristics of all spoken languages can be covered by a universal collection of acoustic segment models (ASMs) without imposing any phonetic definitions. These segment models are used to decode spoken utterances into strings of segment units. The statistics of these units and their co-occurrences are used to form ASM-derived feature vectors to discriminate individual spoken languages. We evaluate the proposed approach on the 12-language, 1996 NIST Language Recognition Evaluation (LRE) task. With testing queries of about 30 seconds long, our results show that the proposed ASM framework reduces the LID error rate quite significantly when compared with the prevailing parallel PRLM method. We achieved an accuracy of 86.1% using a set of 128 3-state ASMs, with each state characterized by a mixture Gaussian density with 32 mixture components.

1. Introduction

Automatic language identification (LID) is a process of determining the language identity corresponding to a given set of spoken queries. It is an important technology in many applications, such as spoken language translation, multilingual speech recognition [1], and spoken document retrieval [2]. In the past few decades, many statistical approaches to LID have been developed [3, 4, 5, 6, 7, 8, 9, 10, 11] by exploiting recent advances in acoustic modeling [8, 9] of phone units and language modeling of n-grams of these phones [4, 7]. Acoustic phone models are used in language-dependent continuous speech recognition to convert speech utterances into sequences of phone symbols with phone language models. Then these acoustic and language scores are combined into language-specific score for making an LID final decision [11].

Syllable-like units have also been experimented [6]. To further improve the performance, other information, such as articulatory and acoustic features [3, 12], lexical knowledge [1, 13] and prosody [14], have also been integrated into an LID system. Zissman [11] experimentally showed that phonetic language models can sometimes be more powerful than the MFCC-based generalized mixture models (GMMs) [9]. Therefore fusion of high-level features and good utilization of their statistics are two important research topics for LID. However, it is often difficult to fuse diverse features extracted from multi-resolution analysis, such as long-term language models, inter-dependency among features, semantic features, and high-order statistics of fundamental speech units. Some difficulties are: (1) these features provide different degrees of discrimination information; (2) data sparsity is a major problem when estimating high-order statistics; and (3) simple fusion does not always work in conventional LID systems.

2. Universal Language Characterization

For LID, a tokenizer is needed to convert spoken utterances into sequences of fundamental speech units specified in a sound inventory. Usually language-specific phones are used. However units that are not linked to phonetic definitions can be more universal, and therefore conceptually easier to adopt. Such acoustic units are thus highly desirable for universal language characterization, especially for rarely observed languages. In the following we describe three methods to establish a universal representation of speech units for LID.
2.1. Augmented Phoneme Inventory (API)

It has been attempted to derive a universal collection of phonemes to cover all sounds described in an international phonetic inventories. In practice, it is a challenging endeavor because we need a large collection of labeled speech samples for all languages. Note that these sounds overlap considerably across languages. One possible approximation is to use a set of phonemes from several languages to form a superset, named augmented phoneme inventory (API). We anticipate a good inventory to phonetically cover as many targeted languages as possible. This method can be effective when phonemes from all the targeted languages form a closed set. Human perceptual experiments have also shown that listeners’ LID performance improved by increasing their exposure to each language [15]. Our API-based tokenization was explored by using a set of all 124 phones from English, Korean, and Mandarin, and extrapolating them to the other nine languages in the 12-language LRE task. We will discuss experimental results later.

2.2. Acoustic Segment Model (ASM)

The above phone-based language characterization method suffers from two major shortcomings. First, a combined phoneme set from a limited set of multiple languages cannot easily be extended to cover new and rarely seen languages. Second, a large collection of labeled speech data is needed to train the acoustic and language phone models for each language. To alleviate these difficulties, a data-driven method that does not rely on exact phonetic specifications is preferred. This can be accomplished by constructing consistent acoustic segment models [17] intended to cover the entire sound space of all spoken languages in an unsupervised manner as follows:

**Step 1:** Segment an utterance into \(O\) consecutive segments in a maximum likelihood manner (e.g. [17]), with boundaries, \(\{b_0, b_1, \ldots, b_O\}\), that minimize an overall distortion:

\[
D(O, Q) = \sum_{q=1}^{O} \sum_{i=0}^{b_q} d(o_i, \mu_q),
\]

where \(O = (o_1, o_2, \ldots, o_T)\), with \(o_i\) representing the \(i\)-th observation vector, \(\mu_q\) is a centroid of the \(q\)-th segment, and \(d(o_i, \mu_q)\) is a distortion between \(o_i\) and \(\mu_q\). Dynamic programming procedure is often used to obtain the segment boundaries efficiently. For stopping criteria, we used two parameters, the average segment length and frame based distortion score, to control the segmentation process.

**Step 2:** Apply the above segmentation algorithm to all the utterances in the multiple language speech corpora, and cluster them into \(J\) classes with a \(k\)-means algorithm.

**Step 3:** The speech segments in the same class are regarded as acoustically similar. We then train one continuous density HMM for each class, and establish \(J\) acoustic segment models to represent the overall acoustic space of all languages.

2.3. Phonetically-bootstrapped ASM (P-ASM)

Note that the above data-driven procedure to obtain ASMs often results in unnecessarily many small segments because no constraints were imposed in segmentation. This is especially severe in the case of segmenting a huge collection of speech utterances given by a large population of speakers from different language backgrounds. The API approach uses phonetically defined units in the sound inventory. It has the advantage of having phonetic constraints in the segmentation process. By using API to bootstrap ASM, called P-ASM, we effectively incorporate some phonetic knowledge about a few languages to guide the ASM training process as follows:

**Step 1:** Carefully select a few often studied languages, such as English and Japanese, typically with a large amount of labeled speech data, train language-specific phone models, and choose some models to form a set of \(M\) models for bootstrapping.

**Step 2:** Use these \(M\) models to decode all training utterances in the training corpora. Assume the recognized sequences as “true” labels.

**Step 3:** Force-align and segment all utterances using the available set of labels and HMMs.

**Step 4:** Group all speech segments corresponding to a specific label into a class. Use these segments to re-train an HMM.

**Step 5:** Repeat Steps 2-4 several times until convergence.

From our preliminary results we found the above P-ASM training process more stable and it performed better than the unsupervised ASM procedure described in Section 2.2.

3. An ASM-Based LID Framework

Given a sequence of feature vectors, \(O\), of length \(T\), most LID frameworks identify the corresponding language by applying the Bayes theorem to the a posteriori probability, \(P(O|l)\), followed by a maximum a posteriori decision rule as:

\[
\hat{l} = \arg\max_{l \in A} P(O|l),
\]

where \(A\) is the set of all languages, \(W\) is a candidate phone sequence in \(A\), and \(A^{\text{AM}}\) and \(A^{\text{LM}}\) are the acoustic and language models for language \(l\). The first term on the right hand side of Eq. (2) is the probability of \(O\) given its acoustic and language models, the second is a language probability of \(W\), and the last term is the prior probability and can be dropped out because it is often assumed to be equal for all language in \(A\).

The exact computation in Eq. (2) involves summing over all possible phone sequences. In many implementations, it is approximated by the maximum over all sequences in the sum by finding the most likely phone sequence, \(\tilde{W}_l\), for each language \(l\), using the Viterbi algorithm:

\[
\tilde{W}_l = \arg\max_{W \in B_l} P(W|O, A^{\text{LM}}),
\]

where \(B_l\) is the set of all possible phone sequences for language \(l\). Now solution to Eq. (2) can be approximated as:

\[
\hat{l} = \arg\max_{l \in A} \left[ \log P(O|\tilde{W}_l, A^{\text{AM}}) + \log P(\tilde{W}_l|A^{\text{LM}}) \right].
\]

Although the above discussion is based on multiple sets of acoustic and language models for tokenization, it is easy to simplify the formulation using a single set of universal phone models, e.g. the ASM units discussed in Section 2. In doing so there are two obvious advantages: (1) the computation cost is significantly reduced because only one phone recognizer is needed to decode utterances; and (2) more importantly, the robustness of LID can be improved by removing a score bias induced by applying different phone models trained in different acoustic conditions. However since only language scores are used to discriminate languages, a more powerful feature vector is needed. We discuss one such representation, called latent semantic indexing (LSI) [19], in the following.
3.1. LSI representation of ASM-derived feature vectors
We now represent a spoken utterance or a spoken query by a vector with its dimension equal to the size of the total number of useful features, including the statistics of the units and their co-occurrences. For example, in the case of API and ASM units, even for a moderate set of size $J=128$, the total dimension will reach a total of $M=J+J^2=16512$ features with $J$ unigrams and $J^2$ bigrams. It is precisely the usage of such high-dimensional vectors that we expect the discrimination capability to improve even only language features are used.

To represent a text document for effective indexing and retrieval without using any detailed syntactic description, LSI-based document representation was developed [4] to reduce the dimension of the vector that represents a spoken query. In LSI, a normalized entropy quantity is computed by taking into account the entire set of training documents. In principle it is interesting to note that units occur often in a few documents but not as much in others give high indexing powers for these documents. On the other hand, units occur very often in all documents do not exhibit any indexing power. This desirable property makes LSI a useful tool to explore language-specific cues.

3.2. LID Classifiers on ASM-derived features
To the feature vectors of high dimension and sparse, SVM (support vector machine) is a classifier of natural choice. Improved LID performance based on SVM using a structural risk minimization principle [20] has been reported [8]. For the high-dimensional API and ASM derived feature vectors, the probability distributions for each language are not known. In this study we simply used a popular SVM package - SVM^light (V6.01) with linear kernels to obtain pair-wise binary SVM classifiers of the 12 languages. A spoken query of unknown language goes through all the pair-wise binary SVM classifiers. The language that gains most of the winning votes takes all.

4. Experimental Results
In the following we experimentally analyze the performance of the proposed ASM framework for LID. Only unigrams, bigrams, and trigrams of ASM units were used to characterize all spoken language documents. All LID tests were evaluated on the 1996 NIST Language Recognition Evaluation (LRE) task. The LRE corpus consists of telephone conversation of 12 languages: Arabic, English, Farsi, French, German, Hindi, Japanese, Korean, Mandarin, Spanish, Tamil and Vietnamese. We use the training sets and development sets of the LDC CallFriend corpus as the training data. Each conversation in the training data is segmented into overlapping sessions of about 30 seconds each, resulting in about 12000 sessions for each language. They were used to train the universal acoustic models for ASM units and language classifiers of the 12 languages. The evaluation set consists of 1492 30-sec session as a spoken document. All results were reported on the 1492 test trials.

We first used three languages, English (44 phones), Korean (37 phones), and Mandarin (43 phones), to pull together 124 phones. In addition, four of the general models for speech detection and confidence measure were added to form an API set of 128 units. The acoustic feature vectors were consisted of 12 MFCCs and normalized energy, plus their first and second order time derivatives. These features are then normalized with utterance-based cepstral mean subtraction. Each unit is modeled by a 3-state, continuous density HMM, with each state characterized by a mixture Gaussian density of 32 mixture components. The API-bootstrapped ASM procedure discussed in Section 2.3 was then used to train 128 ASMs. We only did one iteration of ASM training process in our experiments.

4.1. Comparison with conventional LID frameworks
First we compared the proposed framework with the parallel PRLM (P-PRLM) system [11] with and without score fusion [9], and the API system described in section 2.1. The weights of acoustic and language scores were carefully tuned in P-PRLM. Table 1 listed these four sets of error rates. For the P-PRLM system, we computed the normalized counts of the unigram and bigrams and formed the language-based feature vectors of dimensions 15500 and 16512, respectively. The ASM-based system reduced the errors over the P-PRLM system by about 37%. We note that the Equal Error Rate 5.6% for the P-PRLM and 2.7% for the score fusion were reported in [8], but no language identification results were available for comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>Error Rate (%)</th>
<th>Model</th>
<th>Error Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-PRLM</td>
<td>22.0</td>
<td>P-PRLM &amp; Score Fusion</td>
<td>17.0</td>
</tr>
<tr>
<td>API SVM</td>
<td>19.2</td>
<td>P-ASM SVM</td>
<td>13.9</td>
</tr>
</tbody>
</table>

4.2. ASM acoustic resolution
We next study the effect of the acoustic resolution required to characterize the ASM acoustic space. Using the 128 units described above, we built models with state mixture Gaussian densities of 8 and 16 mixture components as well. The error rates for these two systems (8-mix and 16-mix columns) are listed in Table 2 together with the P-ASM SVM results listed in Table 1 (32-mix column).

<table>
<thead>
<tr>
<th>Error Rate (%)</th>
<th>8-mix</th>
<th>16-mix</th>
<th>32-mix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16.8</td>
<td>15.9</td>
<td>13.9</td>
</tr>
</tbody>
</table>

4.3. ASM acoustic and linguistic coverage
It is also interesting to investigate the effect of the acoustic coverage required in terms of the number of ASM units needed to characterize the sound space of all spoken languages. Using the same set of 128 units described above, we clustered them into 64 and 32 ASM units according to acoustic similarity, and built 64 and 32 ASMs with state mixture Gaussian densities of 32 mixture components. The error rates for these two systems (64-ASM and 32-ASM based system were reduced over the P-PRLM system by about 37%. We note that the Equal Error Rate 5.6% for the P-PRLM and 2.7% for the score fusion were reported in [8], but no language identification results were available for comparison.

<table>
<thead>
<tr>
<th>Error Rate (%)</th>
<th>8-mix</th>
<th>16-mix</th>
<th>32-mix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16.8</td>
<td>15.9</td>
<td>13.9</td>
</tr>
</tbody>
</table>
columns) are listed in Table 3 together with the P-ASM results listed in Table 1 (128-ASM column). The results in the row labeled “Bigrams” used feature vectors of dimension 1056 \((J=32)\) for “32-ASM” and dimension 4160 \((J=64)\) for “64-ASM”. They represent a major dimension reduction from 16512 described above for “128-ASM”. It is not surprising to see that the error rates increased drastically this time from 13.9% to 32.6%, when the ASM coverage is reduced by as much as 75%. This agrees with our intuition that we need at least a reasonable number of ASM units large enough in order to cover the sound variation in all languages. It also showed that these reduced-dimension feature vectors greatly impaired the discrimination power of ASM systems.

To look into this property more closely, we also listed results obtained with only unigrams. Comparing the rows labeled “Unigrams” and “Bigrams”, it clearly indicates that small-dimension language feature vectors alone (dimensions 32, 64 and 128 for the three systems, respectively) are not enough to discriminate this set of 12 spoken languages. We also included trigrams in the feature vectors for the “32-ASM” system, with an increased dimension of \(M=J+J^2+J^3+J^4=33824\), almost double the dimension of the feature vectors in the best system so far \((M=16512)\). Nonetheless the error rate only improved slightly from 32.6% for the “Bigrams” system to 27.9% for the “Trigrams” case. At this point we did not have the corresponding “Trigrams” results for the 64-ASM and 128-ASM systems due to the feature vector dimensions of these two systems. Some improvements can be expected.

<table>
<thead>
<tr>
<th>Error Rate (%)</th>
<th>32-ASM</th>
<th>64-ASM</th>
<th>128-ASM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigrams</td>
<td>40.1</td>
<td>26.7</td>
<td>22.3</td>
</tr>
<tr>
<td>Bigrams</td>
<td>32.6</td>
<td>18.6</td>
<td>13.9</td>
</tr>
<tr>
<td>Trigrams</td>
<td>27.9</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

5. Conclusion

We propose a novel acoustic segment modeling approach to automatic language identification (LID). We use a universal collection of acoustic segment models (ASMs) to cover the overall sound characteristics of all spoken languages without imposing any phonetic definitions. These segment models are used to decode spoken utterances into strings of segment units. The statistics of these units and their co-occurrences are then used to form ASM-derived language-only feature vectors to discriminate individual spoken languages. We evaluate the proposed approach on the 12-language, 1996 NIST Language Recognition Evaluation task. With testing queries of about 30 seconds long, an accuracy of 86.1% is achieved using a set of 128 3-state ASMs, with each state characterized by a mixture Gaussian density with 32 mixture components. We also found that acoustic coverage is more critical to maintain than the acoustic resolution for these ASMs. It can be conjectured that we need at least about 100 units in the set of universal acoustic segment units in order to achieve good LID accuracies using only language-derived feature vectors.
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