Experiments on speaker tracking and segmentation in radio broadcast news
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Abstract
In this paper we describe the speaker tracking and clustering system that we implemented for the ESTER evaluation campaign. We present some experiments on normalization in speaker tracking, in particular concerning the use of t-norm for speaker tracking in broadcast news. Results show that the use of t-norm significantly improves the performance at low false alarm rates. In a second part of the paper, we study the possible interactions between speaker tracking and speaker segmentation (also known as speaker diarization). We show that speaker segmentation benefits from the use of speaker tracking as a prior information while the contrary is not true. Using speaker tracking before clustering can decrease the speaker segmentation error by 4% absolute.

1. Introduction
Speaker segmentation and speaker tracking are two important tasks of spoken document indexing. The segmentation tasks consists in identifying all regions of a document that were uttered by the same speaker. Identification of speakers is not required and no prior knowledge about the number of speakers in the document or about the speakers characteristics is provided. On the contrary, speaker tracking aims at detecting regions uttered by a given speaker for which training data is available beforehand.

In most approaches, both the speaker segmentation and the speaker tracking tasks can be divided into three main steps where the two first steps are common to both tasks. The first step consists in detecting portions of the document containing speech while the second step aims at detecting speaker and acoustic changes in the speech portions. The segmentation thus obtained is then used for speaker tracking and segmentation.

In the case of speaker tracking, a speaker verification algorithm, such as [1], can be used to detect whether the target speaker is present or not in each of the segments.

In speaker segmentation, the aim of the third step is to determine the actual number of speakers and to group together segments from the same speaker. A commonly used approach is hierarchical clustering, often implemented in a bottom-up manner, with a stop criterion to determine the number of speakers. In this approach, a distance between clusters is used to find out the two closest clusters which are merged if this results in a better segmentation according to some quality measure. The Bayesian information criterion is used as a stop criterion as well as a distance criterion between clusters in many studies. Typical systems implementing such features can be found in [2, 3]. Some variants of this classical approach include a global optimization criterion which optimize speaker change detection jointly with speaker clustering [4], or the use of a re-segmentation step at some point in the clustering to improve the speaker change detection [5].

The two tasks are usually carried out independently. However, in [6], speaker models are used in a clustering algorithm to determine the purity of a cluster. In this study, speaker identification is carried out on clustered segments. Clusters with a high speaker purity are tagged with the best model while clusters with a low speaker purity are split according to the speaker identification result.

In this paper, we first give an overview of the baseline speaker segmentation and tracking system that we implemented for the French broadcast news rich transcription campaign ESTER [7]. In particular, we study the influence of t-norm [8] on data where the channel variability is not a major factor and validate our GMM-based approach of speaker segmentation previously described in [9]. In a second part of the paper, we investigate how the speaker segmentation and tracking tasks can be combined to improve performances. We first investigate how segmentation can help tracking before investigating the impact of speaker tracking on the segmentation.

2. Experimental setup
Experiments were carried in the framework of the French evaluation campaign of broadcast news rich transcription systems ESTER [7]. We briefly recall here the content of the corpus as well as the evaluation rules for the speaker segmentation and tracking tasks.

2.1. Corpus
The entire corpus consists of a training set of 90 hours, a development set of 8 hours and a test set of 10 hours. The training and development sets include four radio stations and were recorded in contiguous periods of time. The test set contains two additional radio stations, recorded more than a year after the development set.

Apart from the time period gap between the development set and the test set, the latter is more difficult as it contains more interviews and more speech in degraded conditions. There are also many speaker differences between the two sets. For those reasons, we divided the development set into two sets of four hours each, respectively dev1 and dev2, the former preceding the latter in time by a couple of days. The dev1 set is used as the development set while the dev2 set is used as an additional evaluation set.

Each of the dev1 and dev2 sets contain 7 shows with approximately 600 turns and 140 speakers. The test set contains 18 shows, 341 speakers with a total of 2,137 turns. The average
length of a turn is around 20s on all the sets.

2.2. Evaluation rules

Evaluation rules for the speaker segmentation task specify that segmentation is relative to the shows. Therefore grouping of segments from the same speaker but in different shows is not required. Performance is evaluated after an optimal mapping of the arbitrary speaker names from the segmentation system and the true speaker names. The error rate is proportional to the amount of speech that was mistakenly attributed to a speaker, plus the amount of missed speech and the amount of inserted speech.

For the tracking task, a list of 279 target speakers with at least 2 minutes of speech in the training set was provided. The amount of training speech available for a target speaker varies from 2 minutes to about one hour. For some speakers, typically anchor persons, information on the associated broadcaster(s) were also provided. The task consisted in tracking every listed speaker in every show. Performance is related to the amount of speech wrongly detected as uttered by the target speaker (false alarm) and to the amount of speech from the target speaker that was not detected (miss). For the evaluation campaign, performance was measured using the F-measure. In this paper, we compare systems using detection error trade-off (DET) curves which plot the miss rate against the false alarm rate.

In the dev1 and dev2 sets, respectively 63% and 55% of the total amount of speech is due to around 40 speakers of the target speaker list. In the test set, the ratio drops to 20% of the total amount of speech due to 33 speakers of the target speaker list.

3. Baseline system

In this section, we described the baseline system developed for the evaluation campaign and report on some experiments made on the speaker tracking system.

3.1. Speech and speaker change detection

Speech detection is carried out with a 4 state ergodic hidden Markov model where the states represent speech, speech with background music, music and silence. State conditional probabilities are modeled by a 256 component mixture of Gaussians with diagonal covariance. The feature vector is a 25 component vector with 12 cepstral coefficients plus the first and second order derivatives with a mean and variance normalization. After Viterbi decoding, all segments containing speech, whether with background music or not, are tagged as speech and adjacent speech segments are merged. The miss and inserted speech rates are respectively 1.25% and 5.7% on the development set, and 1.9% and 14% on the test set.

Speaker change detection is carried out independently in each of the detected speech segments with a three pass variant of the BIC change detection algorithm [3] with 24-channel Mel filter-bank features and a full covariance matrix. The average segment length at the output of the speaker change detection algorithm is around 10 seconds, with a purity of about 98%.

3.2. Tracking

The tracking system is based on a classical GMM-UBM approach [1] where speaker detection is performed individually on each speech segment, with feature vectors containing 16 cepstral coefficients, their $\Delta$ coefficients and the $\Delta\log$ energy. For sake of rapidity, speakers for which a broadcaster is identified are tracked only in the relevant shows. Experiments showed no performance improvement using the broadcaster knowledge compared to tracking all speakers in all the shows.

A universal background model (UBM) is estimated using 13 hours of speech from the training set. This model is a 512 component Gaussian mixture model (GMM) resulting from the combination of two gender-dependent GMM with 256 components each. Target speaker models are adapted from the UBM using a maximum a posteriori (MAP) criterion, where only the mean vectors are adapted with a single EM iteration.

The raw detection score for a segment is the average log-likelihood ratio (LLR) per frame, calculated on the whole segment and computed using the 10 best gaussians of the UBM for each frame. The raw scores are then t-normalized [8] using a cohort of impostor models (117 female and 133 male speakers) taken from the training corpus and distinct from either the target speakers or the UBM speakers. Decision thresholds were optimized on the dev1 set so as to maximize the F-measure.

Performance with and without t-norm are plotted in Figure 1 for the dev1 and test sets. At the actual operating point, this system achieves a false alarm rate and miss rate of respectively 0.08% and 13.8% on the dev1 set, and 0.005% and 24% on the test set.

An interesting result is that t-norm significantly improves the performance at low false alarm rates, in particular on the test set. This is surprising since t-norm is supposed to compensate mainly for mismatch by making the LLR score relative to the average test segment score on impostor models. However, in broadcast news material, there is strictly speaking no acoustic condition mismatch. Moreover, since segments provided by the speaker change detection algorithm are quite long, the phonetic content of the segment should be rich enough to not require t-norm compensation. Also, t-norm is much more efficient on the test set than on the dev1 set, probably because of slightly different recording conditions between the two sets.

![Figure 1: Detection error trade-off curves on the dev1 and test sets with and without t-norm. Squares indicate the maximum F-measure operating point.](image-url)
Table 1: Speaker segmentation error rate on the dev1, dev2 and test sets

<table>
<thead>
<tr>
<th>Corpus</th>
<th>dev1</th>
<th>dev2</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>error</td>
<td>18.9%</td>
<td>14.9%</td>
<td>17.9%</td>
</tr>
</tbody>
</table>

3.3. Clustering for speaker segmentation

The speaker segmentation system implements a bottom-up clustering with a global BIC stop criterion, where clusters are modeled using 32 component GMM. Feature vectors consist of 16 mel frequency cepstral coefficients plus energy. For a given show, clusters are first initialized from the segments by adapting the mean vectors of a generic document speech background model (DSBM) according to a MAP criterion. The DSBM parameters are estimated using the speech data from the entire show. A model-space based approximation of the Kullback-Liebler divergence between two GMM whose mean vectors were adapted from the same model [9], is used as a distance measure between two clusters. The main advantage of this distance based solely on the parameters of two GMM is its low computation time compared to a generalized likelihood ratio. The two closest clusters are merged until a stop criterion is reached. The clustering stop criterion is based on the detection of a global maximum of the global BIC criterion, with

\[
\text{BIC}(M) = \log L(y|M) - \frac{m}{2} N_{sp} \log N_y
\]

where \( L(y|M) \) is the likelihood of the entire data given the current cluster models. The global BIC criterion (1) has the advantage that the number of speakers \( N_{sp} \) appears explicitly in the penalization term. The coefficient \( \lambda \) is tuned on the dev1 set and applied as is on the dev2 and test sets.

Results are presented in Table 1. In addition, the best result that could be obtained on the dev1 set, with coefficients \( \lambda \) optimized separately on each file, is 16.8%, compared to 18.9% with a unique \( \lambda \).

4. Using clustering for tracking

In a first experiment to combine the speaker segmentation and tracking tasks, we investigate how clustering can improve tracking.

By construction, bottom-up clustering algorithms increase the speaker purity and decrease the cluster purity across iterations. Indeed, as the clustering proceeds, the data from one speaker tend to be in the same cluster while clusters tend to receive data from various speakers. However, the typical behavior of such algorithms is that the cluster purity remains high for a long time while, in the meantime, speaker purity increases.

Therefore, the idea is to run a few iterations of clustering before performing speaker tracking on the clusters rather than individually on each segment. The motivation for this is to try to increase the amount of data available in the clusters without deteriorating their purity, in the hope that the tracking system makes better decisions with more data available.

Table 2 shows the average cluster purity and length as a function of the amount of clustering.

![False Alarms probability (in %) vs Miss probability (in %) for various amount of automatic clustering and for optimal clustering. Squares indicate the maximum F-measure operating point.](image)

Figure 2 shows detection error trade-off curves on the dev1 set for various amount of automatic clustering and for optimal clustering. Squares indicate the maximum F-measure operating point.

5. Using tracking for clustering

In this section we investigate the use of the result of the speaker tracking system described in 3.2 as prior information for clustering.

The idea is to use the output of the tracking algorithm as a starting point for clustering. Every segment that is not identified by the speaker tracking system is treated as a single class. Every group of segments identified by the speaker tracking system is considered as a single class. During clustering merging of identified classes is not allowed.
Figure 3: Speaker segmentation error rate, speaker tracking false alarm rate (x 100) and miss rate on the dev1 set as a function of the speaker tracking decision threshold.

Table 3: Speaker segmentation error on the dev1, dev2 and test sets with local and global coefficients $\lambda$

<table>
<thead>
<tr>
<th></th>
<th>with tracking</th>
<th>no tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>local</td>
<td>global</td>
</tr>
<tr>
<td>dev1</td>
<td>10.1%</td>
<td>19.0%</td>
</tr>
<tr>
<td>dev2</td>
<td>8.8%</td>
<td>14.9%</td>
</tr>
<tr>
<td>test</td>
<td>13.6%</td>
<td>17.9%</td>
</tr>
</tbody>
</table>

The optimal operating point for the tracking system was tuned on the dev1 set so as to minimize the optimal segmentation error rate. For every possible operating point, the best possible segmentation error was computed, as in section 3.3 with coefficients $\lambda$ optimized independently on each file. Figure 3 shows this optimal segmentation error rate as a function of the decision threshold in the tracking system.

Results obtained with a global $\lambda$ tuned on the dev1 test are given in Table 3 and compared to the results obtained with file dependent $\lambda$'s. These results show that the use of the speaker tracking result not only significantly decreases the segmentation error rate but also decreases the difference between the local and the global $\lambda$. This means we are getting closer to the optimal clustering result. This is somehow normal since the identified classes issued from speaker tracking are bigger and usually pure, thus resulting in a better estimation of the likelihood term in (1).

Results obtained on the dev1 set are confirmed on the dev2 set. However as we can see the use of speaker tracking slightly degrades the performances on the test set. The explanation resides in the fact that the amount of speech belonging to the tracking target speakers is significantly smaller in the test set than in the dev1 and dev2 sets, as noted in section 2.2. In this case, speaker tracking should at most slightly improve the segmentation performance.

6. Conclusion

In this paper we have investigated the use of the t-norm for speaker tracking in broadcast news and the interaction between the speaker segmentation and speaker tracking modules of our indexing system. Our experiments were conducted on the French ESTER radio broadcast news corpus.

Experiments on score normalization showed that t-norm significantly improves performance at low false alarm rates even though there is less acoustic mismatch in broadcast news shows compared to telephone speech for example.

A second set of experiments explored the interaction between speaker tracking and speaker segmentation. Results demonstrated that clustering does not improve speaker tracking, even with a wizzard clustering result. The reason is most likely twofold: (i) the speaker tracking system already performs well on the initial segments and (ii) the clustering groups together segments on which the tracking system has the same behavior. On the contrary, an important improvement was obtained when using speaker tracking to provide prior information for the speaker segmentation algorithm. However, this improvement depends on the amount of speech due to known speakers. When this amount is too small, performance slightly decrease.

A straightforward extension of this work is to design an interactive tracking and clustering approach in order to improve both speaker segmentation and tracking result.
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