Finite-state transducer inference for a speech-input Portuguese-to-English machine translation system
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Abstract

Statistical techniques and grammatical inference have been used for dealing with automatic speech recognition with success, and can also be used for speech-to-speech machine translation. In this paper, new advances on a method for finite-state transducer inference are presented. This method has been tested experimentally in a speech-input translation task using a recognizer that allows a flexible use of models by means of efficient algorithms for on-the-fly transducer composition. These are the first reported results of a speech-to-speech translation task involving European Portuguese input that we know of.

1. Introduction

Automatic speech recognition (ASR) has traditionally benefited of major advances thanks to the use of statistical techniques that have been also extended for the development of speech-to-speech machine translation (SSMT) systems [6, 15, 7, 10]. Under this framework, an SSMT system is built from sets of examples that must be sufficiently large and representative. These examples usually consist of parallel text and speech of the source language.

Two interesting techniques from this field are statistical alignments [4, 15] and finite-state transducers (FST) [12, 2, 5]. Statistical alignments model mappings between sequences of words from a source language to a target language and have been developed for machine translation during the last two decades [4]. Finite-state transducers have found a wide range of applications, due to their simplicity and the possibility of combining them easily with conventional models in ASR (such as hidden Markov models).

Another important feature of FSTs is that they allow for the implementation of the two basic architectures: sequential (or decoupled: first speech decoding and next text translation) and integrated (speech decoding and translation are performed in the same process).

In section 2 we introduce the notation of finite-state transducers used throughout the paper. Section 3 describes a general framework for transducer inference and two translation algorithms. An integrated SSMT architecture is presented in section 4, and experimental results on a Portuguese-to-English task are presented in section 5.

2. Finite-state models

A weighted finite-state automaton (WFSA) is a tuple \( A = (\Gamma, Q, i, f, P) \), where \( \Gamma \) is an alphabet of symbols, \( Q \) is a finite set of states, functions \( i : Q \rightarrow \mathbb{R} \) and \( f : Q \rightarrow \mathbb{R} \) give a weight to the possibility of each state to be an initial or final state, respectively, and parcial function \( P : Q \times (\Gamma \cup \lambda) \times Q \rightarrow \mathbb{R} \) defines a set of transitions between pairs of states in such a way that each transition is assigned a weight and it is labeled with a symbol from \( \Gamma \) or with the empty string, \( \lambda \).

A weighted finite-state transducer (WFST) [14] is defined similarly to a weighted finite-state automaton, with the difference that transitions between states are labeled with pairs of symbols that belong to the Cartesian product of two different (input and output) alphabets, \( (\Sigma \cup \{\lambda\}) \times (\Delta \cup \{\lambda\}) \).

When weights are probabilities, and under certain conditions, a WFSA can define a distribution of probabilities on the free monoid. In this case it is called a stochastic finite-state automaton.

Weighted automata and transducers are able to associate a weight to each accepted string or pair of strings. In the particular case of stochastic models, transition weights are probabilities and the final weight associated to a string or pair of strings is also a probability. Given some strings \( \bar{x} \) and \( \bar{y} \), an automaton \( A \) and a transducer \( T \), we denote these probabilities as \( P(\bar{x} | A) \) and \( P(\bar{x}, \bar{y} | T) \).

The possibility of using WFSAs and WFSTs to model weighted languages and translations makes them useful as a formalism for representing different kinds of information involved in different parts of a speech-to-speech translation system, such as acoustic information, lexical
information, etc. A fully finite-state-based translation system can be assembled from a collection of weighted finite-state models that are made to work together by means of some combining operation, such as composition.

A transducer can be understood as implementing a relation \( T(T') \) between the input and the output alphabets. The composition of two WFSTs, \( T \circ T' \), is a transducer that implements the composition of their relations.

In the case of stochastic WFSTs, we can define the following weight function:

\[
W(\bar{x}, \bar{z}|T \circ T') = \sum_{y \in \Delta^*} P(\bar{x}, \bar{y}|T)P(\bar{y}, \bar{z}|T').
\]

The function \( W(\bar{x}, \bar{z}|T \circ T') \) is not a distribution of probabilities because the composed transducer may not be stochastic. However, in many instances a stochastic transducer can be obtained from \( T \circ T' \) by normalization, see [9].

3. GIATI: a framework for transducer inference

In general, modelling languages is an easier task than modelling translations. While many useful algorithms for learning finite-state automata (or equivalent models) have been proposed, the literature about the inference of finite-state transducers is much more reduced. Such an algorithm is the GIATI method [5] summarized below.

Given a parallel corpus consisting of a finite sample \( A \) of string pairs \( (\bar{x}, \bar{y}) \) ∈ \( \Sigma^* \times \Delta^* \):

1. Each training pair \( (\bar{x}, \bar{y}) \) from \( A \) is transformed into a string \( \bar{z} \) from an extended alphabet \( \Gamma' \) yielding a sample \( S \) of strings, \( S \subset \Gamma'^* \).
2. A (stochastic) finite-state automaton \( A \) is inferred from \( S \).
3. Edge symbols in \( A \) are transformed back into pairs of strings of source/target symbols (from \( \Sigma^* \times \Delta^* \)), thus transforming it into a transducer \( T \).

The first transformation is modeled by some labeling function \( L : \Sigma^* \times \Delta^* \rightarrow \Gamma^* \), while the last transformation is defined by an “inverse labeling function” \( \Lambda(\cdot) \), such that \( \Lambda(L(A)) = A \).

The purpose of building a corpus of strings out of a bicorpus of string pairs in step 2 of the previous method is to condense somehow the meaningful information that we can extract about the relations laying between the words in the input and output sentences. Discovering these relations is a problem that has been thoroughly studied in statistical machine translation and has well-established techniques for dealing with it. The concept of statistical alignment [3] formalizes this problem. An alignment is a correspondence between words from an input text to words from an output text. Whether this is a one-to-one, a one-to-many or a many-to-many correspondence depends on the particular definition that we are using. Constraining the definition of alignment simplifies the learning but subtracts expressive power to the model. The available algorithms try to find a compromise between complexity and expressiveness.

3.1. Two translation algorithms

GIATI as defined above is a general framework for designing transducer inference algorithms. Let us describe two different translation algorithms following this framework. In order to explain them more clearly, we will use a tiny example of an English-to-Portuguese alignment:

We will consider that the English phrase \textit{the configuration program} is aligned with the Portuguese phrase \textit{o programa de configuração} with the alignment \( \{1 \rightarrow 1, 2 \rightarrow 4, 3 \rightarrow 2 \} \), i.e., the first source word is aligned with the first target word; the second source word is aligned with the forth target word and the third source word is aligned with the second target word.

3.1.1. Algorithm #1: using a language of segment pairs

1. Transform string pairs into strings: For each pair \((\bar{x}, \bar{y})\) in the sample, the composed string is a sequence of \( |\bar{x}| \) pairs, \((u_i, v_i)\), where \( u_i = x_i \) and \( v_i = y_i \). Each of these pairs is considered to be a single symbol. We refer the reader to [5] for a complete description of how these pairs are extracted from the alignments and other minor details. Applying this algorithm to the alignment of our example would produce the following corpus containing one single string:

\[
S = \{(\text{the, o}) \ (\text{configuration, λ}) \ (\text{program, programa de configuração})\}
\]

2. Infer a finite-state automaton: a smoothed n-gram model can be inferred from the corpus of strings obtained in the previous step. Such a model can be expressed in terms of a WFSA [11].

3. Undo the transformation: a transducer can be obtained directly by considering each of the compound symbols not as a single token, but as the pair of strings that constitute the label of a transition in a transducer.

3.1.2. Algorithm #2: using a corpus of bilingual phrases

1. Transform string pairs into strings: this transformation also obtains a set of bilingual phrases from each alignment, but now many reasonable (and overlapping) possibilities can be included. This transformation function is inspired in recent work done
in phrase-based statistical machine translation. We refer the reader to [16] for details on different methods for extracting bilingual phrases from alignments. It is noteworthy that this is the first time that this statistical algorithm is framed in the GIATI framework. The compound corpus will contain only strings of length one. Let us illustrate this with our example. The alignment above would possibly produce a corpus of phrases with 7 strings of length 1:

\[
S = \{(\text{the}, o), (\text{configuration}, \text{configuração}), (\text{configuration}, \text{configuração de}), (\text{program}, \text{programa}), (\text{program, de programa}), (\text{configuration program, programa de configuração}), (\text{the configuration program, o programa de configuração})\}
\]

2. Infer a finite-state automaton: we use a smoothed \textit{unigram} on \(S\) with a normalization on the probability of appearance of the input part in each bilingual phrase in \(S\).

3. Undo the transformation: proceed as in algorithm #1.

The basic difference between algorithms #1 and #2 is that the second one produces a transducer with a big amount of translation information, but with a very poor model of how input (and output) words should be concatenated, while the first one includes a smaller amount of translation information (i.e., a smaller amount of possible phrases) but it keeps information about the order in which words appear.

4. A speech-to-speech MT architecture based on composition

The \textit{Audimus} system [13] imposes very few constraints on its search space. The main requirement is that it must consist of a single transducer mapping from acoustic tags (distributions of acoustic features) to output language words. However, in practice, this search space is built as the composition of multiple WFSTs representing various knowledge sources, such as acoustic models (\(A\)), lexical models (\(V\)), language models (\(L\)) or translation models (\(T\)). Due to the few assumptions made by the system regarding the search space, other knowledge sources, such as context dependency and pronunciation rules, can be easily integrated as long as they are implemented as transducers.

One advantage of the use of WFSTs, is that the search space can be replaced by an equivalent but more efficient transducer through the use of operations such as weighted determinization, minimization or pushing, see [14].

If we take a look at the size of models in real speech-to-speech tasks, we can readily see that composition of such models as described above would produce huge transducers that would make their practical use unfeasible. Due to this reason, it is essential that the calculation of composition is \textit{not} done by a full expansion of the resulting transducers. \textit{Audimus} uses specialized parsing algorithms so that the generation of the combined transducer is done \textit{on-the-fly} [8]. The combined transducer is expanded on demand while processing the input signal and only the necessary parts (states and transitions) are explicitly represented. These mechanisms are not too time-consuming and they allow to reduce the memory needs to some practical terms.

\textit{Audimus} allows for a very flexible setting, since different models can be combined freely in a composition cascade. The simplest useful possibility is to use a composition of the acoustic, lexical and translation models: \(A \circ W \circ T\). Here, the translation model is acting also as a language model for the input and the output languages. However, if we have a good estimation of a language model for the source language, \(L_{in}\) we could introduce it into the translation model as: \(A \circ W \circ (L_{in} \circ T)\). Similarly, we could take advantage of a language model for the target language, \(L_{out}\) and calculate \(A \circ W \circ (T \circ L_{out})\). This mechanism has allowed us for the first time to test composition with transducers inferred with GIATI. Results are shown on the next section.

5. Experiments

\textit{Audimus} has been tested with different translation models on a Portuguese-to-English translation task. A Portuguese-English version of the Spanish-English \textsc{EUTRANS} corpus [1] was generated by manual translation of the Spanish portion of the corpus to Portuguese. The \textsc{EUTRANS} task is defined on the restricted domain of sentences that a tourist would pronounce at a hotel's desk. It is artificially generated from a set of schemas of sentences. The training corpus has 10,000 sentence pairs.

A multi-speaker Portuguese speech corpus was collected for testing, while no speech was collected for training purposes. The test set consists of 400 utterances: 100 from each of 4 different speakers. The speech was collected using a head-mounted microphone in a typical office environment. A summary of the main features of this Portuguese-English corpus is presented in Table 1.

<table>
<thead>
<tr>
<th>Data</th>
<th>Portug.</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentence pairs</td>
<td>10000</td>
<td></td>
</tr>
<tr>
<td>Running words</td>
<td>89364</td>
<td>96616</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>888</td>
<td>722</td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speech utterances</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td>Running words</td>
<td>3,700</td>
<td></td>
</tr>
</tbody>
</table>

We have made some experiments to test the perfor-
Table 2: Best TWER results on the Portuguese-English corpus. Algorithms involving $T_{\#1}$ use 5/3-grams for speech/text input translation models. Those involving $T_{\#2}$ have used a maximum phrase length of 6 words.

<table>
<thead>
<tr>
<th>Translation model</th>
<th>speech-input</th>
<th>text-input</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{#1}$</td>
<td>11.3</td>
<td>8.0</td>
</tr>
<tr>
<td>$T_{#2}$</td>
<td>67.6</td>
<td>14.5</td>
</tr>
<tr>
<td>$L_{in} \circ T_{#1}$</td>
<td>19.6</td>
<td>8.1</td>
</tr>
<tr>
<td>$L_{in} \circ T_{#2}$</td>
<td>18.9</td>
<td>14.3</td>
</tr>
<tr>
<td>$T_{#1} \circ L_{out}$</td>
<td>23.8</td>
<td>8.1</td>
</tr>
<tr>
<td>$T_{#2} \circ L_{out}$</td>
<td>19.1</td>
<td>14.5</td>
</tr>
</tbody>
</table>

formance of Audimus given different combinations of language and translation models. The acoustic and lexical models were the same in all cases. Two different translation models were generated from the training corpus using the GIATI algorithms #1 and #2 of Section 3. Let them be $T_{\#1}$ and $T_{\#2}$, respectively. Also, a finite-state language model (a smoothed trigram) was generated for the input part of the corpus and another one for the output part. Let them be $L_{in}$ and $L_{out}$, respectively. The combinations of transducer and language models that we explored were those shown on Table 2. Our results show that, for this task, algorithm #1 performs better than #2, even if #2 is composed with input or output language models, both for the text and speech tasks.

6. Conclusions

We have explored here the use of a speech recognizer that is able to combine finite-state models through composition, including models that are inferred from parallel corpora by means of different grammatical inference methods. We consider our experimental results to be very promising, specially taking into account the lack of reported results on a speech-to-speech translation task involving European Portuguese.
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