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Abstract
In this paper we present and evaluate factored methods for recognition of simultaneous speech from multiple speakers in single-channel recordings. Factored methods decompose the problem of jointly recognizing the speech from each of the speakers by separately recognizing the speech from each speaker. In order to achieve this, the signal components of the target speaker in each case must be enhanced in some manner. We do this in two ways: using an NMF-based speaker separation algorithm that generates separated spectra for each speaker, and a mask estimation method that generates spectral masks for each speaker that must be used in conjunction with a missing-feature method that can recognize speech from partial spectral data. Experiments on synthetic mixtures of signals from the Wall Street Journal corpus show that both approaches can greatly improve the recognition of the individual signals in the mixture.

1. Introduction
In this paper we address the problem of recognizing speech from multiple simultaneous speakers from monaural recordings. This is a difficult problem even for human beings - although we are well able to selectively listen to one of many speakers when hearing the sounds binaurally, our performance is much worse when we hear with only one ear. Needless to say, the problem gets immensely more difficult for automatic speech recognition systems.

Although current scientific literature contains several reports on the separation of the individual signals from monaural recordings of concurrent speakers, there is surprisingly little on the recognition of such data. However the statistical framework required for a solution is readily available. In most current recognizers, the distribution of the speech signals (or, rather, the sequences of parameter vectors derived from speech signals) is modelled by an HMM. By this model, assuming independence between the signals for the two speakers, the distribution of the mixed signal can be represented by a large factorial HMM that includes one state for every combination of states in the HMMs for the individual signals. Specifically, if the HMMs for the two speakers have \( N \) and \( M \) states respectively, the factorial HMM for the mixed signal has \( N \times M \) states. The state output distribution of the \((i,j)\)th state of the factorial HMM is obtained from the state output densities of the \( i^{th} \) state of the HMM for the first speaker and the \( j^{th} \) state for the second speaker, and the function that relates the parameters for the mixed signal and those for the signals for the individual speakers.

Varga and Moore [1] present a recognition algorithm for decoding such HMMs, that simultaneously retrieves the best state sequences through both the component HMMs. In effect, the algorithm simultaneously recognizes the utterances by both speakers. However, the Varga and Moore algorithm, although theoretically precise, requires the decoding of large factorial HMMs, an extremely difficult proposition for all but relatively small tasks. For instance, in [2] Deoras and Hasegawa-Johnson report applying the algorithm to the recognition of multiple speakers, but restrict themselves to a digits task where both speakers have uttered digit sequences. No results are reported on the application of this technique to larger recognition tasks.

In this paper we follow a simpler approach: we factor the problem of recognizing multiple concurrent speakers into multiple independent recognition procedures, one for each speaker. In each case, the signal components for the target speaker are enhanced in the mixed signal in some manner.

A variety of single-channel speaker separation solutions have been proposed in the literature that can be used to enhance the target speaker. These methods can largely be categorized as spectral-decomposition-based methods and mask-based methods. Spectral-decomposition-based methods learn typical spectral structures, or “bases”, for individual speakers from training data. Mixed signals are decomposed into linear combinations of these bases. The signals for individual speakers are obtained by recomposing their bases with the appropriate weights. Jang et. al. [3] derive the bases for speakers through independent component analysis (ICA) of their signals. Smaragdis [4] derives them through non-negative matrix factorization (NMF) of their spectra. Other authors have derived bases through vector quantization, Gaussian mixture modelling, etc. The characteristic of the spectral-decomposition-based approach is that it attempts to derive entire spectra for each of the speakers.

Mask based methods, on the other hand, are based on the notion that in a mixed speech signal, any given frequency band is dominated by only one of the speakers at any time. By this model, any speaker can be effectively separated from a mixture by identifying the time-frequency components of the mixed signal in which they dominate and reconstructing a signal from these components alone. The problem then simply becomes one of estimating the spectral masks that identify the time-frequency components within which any speaker dominates. In [5] Roweis presents the max-VQ algorithm that models the distribution of the log spectra of individual speakers as Gaussian mixtures. The time-frequency components to be associated with each speaker are identified through an efficient branch-and-bound algorithm that identifies the most likely combination of Gaussians for each spectral vector. Other authors attempt to segregate time-frequency components by speaker using perceptual principles (e.g. [6]), or through the use of automated clustering techniques, e.g. [7].

In this paper we have evaluated one spectral-decomposition-based method: the NMF-based separation algorithm of Smaragdis [4], and one mask-based method: the max-VQ algorithm by Roweis [5]. For the NMF-based method,
recognition was performed with features derived from the spectra reconstructed for each speaker by the algorithm. For the mask-based method, on the other hand, we have employed the missing-feature approach proposed by Cooke et. al. [8] that aims to perform recognition with partial spectral information such as might be specified by the spectral masks obtained from max-VQ, for recognition. The specific missing-feature method employed in this paper is the cluster-based imputation method of Raj et. al. [9], although other missing-feature methods are also applicable. Our recognition results, reported on synthetic mixtures of signals from the Wall Street Journal corpus, indicate that both spectral decomposition and mask-based approaches can be used to significantly enhance recognition of individual speakers, at least at relatively low levels of interference from competing speakers.

Before we proceed, we note here that in the rest of this paper we have assumed that a mixed signal comprises speech from two speakers. However, much of the discussion can be extended simply to more complex mixtures, although the recognition results obtained with such mixtures may be expected to worsen with increasing speakers.

The rest of this paper is arranged as follows: In Section 2 we briefly outline Smaragdis’ NMF-based speaker separation algorithm. In Section 3 we outline Roweis’ max-VQ algorithm for generating spectral masks. In Section 4 we briefly describe the missing feature method employed in conjunction with the mask estimation method of Section 3. In Section 5 we outline the entire recognition process. In Section 6 we describe our mask estimation method of Section 3. In Section 5 we outline Smaragdis’ NMF-based speaker separation approach can be used to significantly enhance recognition of individual speakers, at least at relatively low levels of interference from competing speakers.

2. NMF-based speaker separation

Matrix factorisation algorithms attempt to decompose a real $M \times N$ matrix $V$ as the product of an $M \times R$ matrix $W$ and an $R \times N$ matrix $H$ as:

$$V \approx WH$$

(1)

In such decomposition, the columns of $W$ may be interpreted as a set of basis vectors and the columns of $H$ as the coordinates of the column vectors in $V$ in terms of these bases.

Conventional factorisation techniques such as principal component analysis and independent component analysis permit the entries of both $W$ and $H$ to be both negative an positive. However, for strictly non-negative data, such as data sets comprising only power spectral vectors of a signal, the resulting bases and their weights bear no intuitive meaning. In [10], Lee and Seung present a non-negative factorisation technique that ensures that the entries of $W$ and $H$ are strictly non-negative.

Briefly, the NMF algorithm initialises the non-negative matrix $W$ and iteratively updates them through repeated application of the updates:

$$H = H \otimes \frac{W^T \left[ \frac{V}{W^T} \right]}{W^T \cdot 1}$$

(2)

$$W = W \otimes \frac{V}{W \cdot 1}$$

(3)

where $\otimes$ represents a Hadamard (component-wise) product and all matrix divisions are also per-component.

The bases derived from NMF decomposition of images and text have empirically been observed to represent perceptually meaningful parts of faces, characters, etc. In [4] Smaragdis presents a single-channel speaker separation algorithm that is based on NMF decomposition of spectra.

In this method, the sequences of power spectral vectors derived from windowed short-time Fourier analysis of the signals for each speaker are treated as spectral matrices. In a training step, basis vectors are derived from spectral matrices obtained from training data for each speaker. Let $X_{tr}$ represent an $M \times T_X$ spectral matrix comprising the sequence of power spectral vectors derived from training data for a speaker $S_X$. $M$ is the length of the power spectral vectors for the signal (i.e. the no. of unique FFT points for any analysis window). Let $Y_{tr}$ be an $M \times T_Y$ spectral matrix for the training data for speaker $S_Y$. $X_{tr}$ is decomposed into the product of an $M \times R_X$ matrix $W_X$ and a $R_X \times T_X$ matrix $H_X$, by iterations of Equations 2 and 3. $Y_{tr}$ is similarly decomposed into the product of an $M \times R_Y$ matrix $W_Y$ and an $R_Y \times T_Y$ matrix $H_Y$. $R_X$ and $R_Y$ represent the number of basis vectors for each of the speakers and must be specified externally to the algorithm.

Given a new mixed recording from both speakers, the bases computed for each of them are used to separate their signals. Let $Z$ represent an $M \times T_Z$ spectral matrix obtained from the mixed signal. An extended $M \times (R_X + R_Y)$ basis matrix $W = [W_X \ W_Y]$ is created by concatenating the basis matrices for the two speakers. $Z$ is decomposed into the product of $W$ and an $(R_X + R_Y) \times T_Z$ matrix $H_Z$ through iterations of Equation 2. The separated power spectral matrices for the individual speakers are reconstructed as

$$\hat{X} = W_X \cdot U_X \cdot H_Z$$

(4)

$$\hat{Y} = W_Y \cdot U_Y \cdot H_Z$$

(5)

where $U_X$ is an $R_X \times (R_X + R_Y)$ matrix such that leading $R_X$ diagonal elements are 1 and the rest of the terms are 0, and $U_Y$ is and $R_Y \times (R_X + R_Y)$ matrix such that the trailing (rightmost) $R_Y$ diagonal elements are one and the rest of the elements are 0.

Equation 4 essentially reconstructs the power spectrum for each of the speakers by recombining their bases with their respective weights from the $H_Z$ matrix. The signals for the individual speakers are then recombined by combining $\hat{X}$ and $\hat{Y}$ with the phase of the short-time Fourier transform of the mixed signal and performing an inverse short-time Fourier transform.

3. Estimating Spectral Masks with Max-VQ

Let $Z(\omega)$ represent the logarithm of the power spectrum of the mixed speech signal within the $t^{th}$ analysis window. Let $X(\omega)$ and $Y(\omega)$ represent the log spectra (i.e. the log of the power spectra) respectively of the component signals from the two speakers, within the same analysis window. The max-VQ algorithm makes the assumption that:

$$Z(\omega) = \max(X(\omega), Y(\omega))$$

(6)

The goal of algorithm is to determine, for every analysis window, a binary spectrographic mask $S(t)$ such that $S(t) = 1$ if $X(t) > Y(t)$, otherwise 0. The mask $S(t)$ identifies which of the two speakers is actually represented in $Z(t)$.

In order to estimate $S(t)$, it is assumed that the log-spectral vectors for each speaker are drawn from speaker-specific codebooks of vectors. The log spectral vector for the observed mixed signal is the element-wise maximum of the codewords for the individual speakers, plus some zero-mean additive estimation noise. Let $\{s\}$ represent the set of codewords...
in the codebook for the first speaker, and $\mathcal{Y}_2$ the $k^{th}$ codeword in the codebook. Similarly, let $\{Y\}$ represent the codebook for the second speaker and $\mathcal{Y}_3$ the $j^{th}$ codeword in the codebook.

We have dropped the $\omega$ in this notation, for brevity. $\{X\}$ and $\{Y\}$ are learnt from training data for the two speakers. Let $\Sigma$ represent the variance of the estimation noise. The probability that a log spectral vector $Z_t$ for the mixed signal was generated from the codewords $\mathcal{X}_1$ and $\mathcal{Y}_1$ for the two speakers is given by

$$P(Z_t, \mathcal{X}_1, \mathcal{Y}_1) = \pi_{\mathcal{X}_1}(Z_t, \max(\mathcal{X}_1, \mathcal{Y}_1), \Sigma)$$

(7)

where $\pi(\cdot, \cdot, \cdot)$ represents the value of a Gaussian density with mean $\mu$ and variance $\Sigma$ at $Z_t$. $\max(\cdot, \cdot)$ in Equation 7 is an element-wise maximum, and $\pi_{\mathcal{X}_i}(\cdot, \cdot, \Sigma)$ is the a priori probability of the pair of codewords $\mathcal{X}_i$ and $\mathcal{Y}_i$. Max-VQ identifies the most likely pair of codewords to have generated $Z_t$ as:

$$\hat{X}_t, \hat{Y}_t = \arg\max_{X \in \{X\}, Y \in \{Y\}} P(Z_t, X, Y)$$

(8)

Roweis presents a highly efficient branch-and-bound algorithm to solve Equation 8. The spectrographic mask for the vector $Z_t$ is obtained as $S_t = \arg\max(\hat{X}_t - \hat{Y}_t)$, where $\arg\max(\cdot)$ takes the value 1 if its argument is positive and 0 otherwise.


Consider a log-spectral vector $Z$ derived from one analysis frame of the mixed signal obtained from speakers $S_X$ and $S_Y$. Let $X$ and $Y$ represent the log spectral vectors for the signals from $S_X$ and $S_Y$ that sum up to compose the mixed signal within the window. Let $S$ represent the spectral mask that identifies the components of $Z$ that belong to $X$. By definition, then

$$X[i] = \begin{cases} Z[i] & \text{if } S[i] = 1 \\ \leq Z[i] & \text{else} \end{cases}$$

(9)

where $X[i]$, $Z[i]$ and $S[i]$ represent the $i^{th}$ component of $X$, $Z$ and $S$ respectively. The inequality for $S \neq 1$ results directly from Equation 6.

Cluster-based reconstruction attempts to reconstruct the components of $X$ for which only the bound $X[i] \leq Z[i]$ is known. The distribution of the $X$ is modelled by a mixture of Gaussians with diagonal covariance matrices:

$$P(X) = \sum_k c_k \prod_i \mathcal{N}(X[i]; \mu_{k,i}, \sigma_{k,i})$$

(10)

where $c_k$ is the mixture weight of the $k^{th}$ Gaussian in the mixture, and $\mu_{k,i}$ and $\sigma_{k,i}$ are the mean and variance respectively of the $i^{th}$ component of $X$, for the $k^{th}$ Gaussian in the mixture. All $c_k$, $\mu_{k,i}$ and $\sigma_{k,i}$ values are trained from corpus of training speech from $S_X$.

$$P(k|X, S)$$, the a posteriori probability of the $k^{th}$, given the vector $X$ and its mask $S$ is given by

$$P(k, X, S) = \frac{\prod_{i:S[i]=1} \mathcal{N}(X[i]; \mu_{k,i}, \sigma_{k,i}) \prod_{i:S[i]=0} \int_{-\infty}^{Z[i]} \mathcal{N}(x; \mu_{k,i}, \sigma_{k,i})dx}{\sum_k \int_{-\infty}^{\infty} \mathcal{N}(x; \mu_{k,i}, \sigma_{k,i})dx}$$

(11)

$$P(k|X, S) = \frac{P(k, X, S)}{\sum_j P(j, X, S)}$$

(12)

The unknown components of $X$ are computed as

$$X[i] | S[i]=0 = \sum_j P(k|X, S) \min(Z[i], \mu_k)$$

(13)

The outcome of the reconstruction process is a complete spectral vector $X$, where some of the components are derived directly from $Z[i]$ and the rest are estimated by Equation 13.

5. Factored recognition of multiple concurrent speakers

Factored recognition of the multiple speakers in a mixed signal is performed using one of the following procedures:

- The signals for the individual speakers are obtained by the NMF-based speaker separation procedure described in Section 2. Cepstral features are derived from these signals and recognition is performed with them.
- Spectral masks are derived for mel log spectral vectors of the mixed signal by the max-VQ algorithm. These spectral masks are used to reconstruct complete log spectral vectors for each of the speakers, by the procedure outlined in Section 5. Cepstral vectors derived from the reconstructed vectors are used for recognition.

6. Recognition Experiments

Recognition experiments were conducted on synthetic mixtures of signals from two male and two female speakers, selected from the speaker dependent portion of the Wall Street Journal corpus distributed by LDC. A set of 400 utterances (approximately 50 minutes) were used as test data for each speaker. A separate half hour of data from each speaker was set aside as training data. The test utterances were digitally added to simulate mixed single channel recordings at speaker-to-speaker energy ratios (SSR) of -10, -5, 0, 5 and 10 dB. Note that a mixed signal for two speakers $S_X$ and $S_Y$ that has a SSR of 10dB for $S_X$ has an SSR of -10dB for $S_Y$. In all mixtures, the length of the mixed signal was set to that of the longer of the two components signals. Separate mixtures were created for the combination of two male, a male and a female, and two female speakers.

For the NMF-based method, signals were analyzed using 64 ms windows (corresponding to an FFT size of 1024). 100 NMF bases were trained for each speaker (a number empirically determined to be optimal for such training set sizes). The signals for the individual speakers were separated from each of the mixtures and 13-dimensional mel-cepstral vectors derived from them for recognition. For the mask-based method, 40-dimensional log spectral vectors were computed for each 25 ms segment of speech. Adjacent segments overlapped by 15ms. 1024 component Gaussian mixture densities were trained from the training data for each speaker, to be used both by max-VQ and cluster-based reconstruction. For each mixed signal spectral masks were obtained using max-VQ and used to perform cluster-based reconstruction of complete mel-log-spectral vectors for each speaker, from which 13-dimensional cepstral vectors were derived for recognition.

The CMU Sphinx-III continuous density speech recognition system, trained using the speaker-independent component of the training set in the WSJ0 corpus, was used for all experiments. The feature set used included cepstra, difference and double-difference cepstra. Cepstral mean normalization was also performed. The models were further adapted to the training data for each of the four speakers by supervised maximum-likelihood linear regression. In all experiments recognition of any speaker was performed using the specific models adapted to them. The baseline recognition errors on the unmixed signals for the four speakers, identified as “male1”, “male2”, “female1” and “female2”, were 11.5%, 7.8%, 4.6% and 8% respectively.

Tables 1, 2 and 3 show the recognition errors obtained for each of the three mixtures (male-male, male-female, and female-female), for both NMF-based and mask-based recogni-
Several issues remain to be investigated. The curious speaker-dependent phenomenon needs investigation: although the separation methods simultaneously separate the signals (or masks) for both speakers, greater improvement is obtained for one speaker than the other in any mixture. Also, it remains to be determined if superior recognition may be obtained by modifying the manner in which signals have been analyzed, e.g. by the inclusion of perceptual weighting schemes for NMF or by modifying the number of MEL filters etc. for the mask-based methods. Finally, the choice of missing feature methods is an issue: we have only tested one method. The marginalisation based method proposed by Cooke performs optimal classification, and may result in superior recognition performance. Further, the masks used in this paper are binary: frequency components are uniquely associated with a speaker. In [11] a soft-mask technique is proposed that associates each frequency component with every speaker with a probability. The use of such masks with the soft marginalisation approach of Morris et al. [12] may be expected to result in even greater improvements. All of this remains future work to be reported in a future paper.
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