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Abstract

The regional pronunciation variation in Swedish is analysed on a large database. Statistics over each phoneme and for each region of Sweden are computed using the EM algorithm in a hidden Markov model framework to overcome the difficulties of transcribing the whole set of data at the phonetic level. The model representations obtained this way are compared using a distance measure in the space spanned by the model parameters, and hierarchical clustering. The regional variants of each phoneme may group with those of any other phoneme, on the basis of their acoustic properties. The log likelihood of the data given the model is shown to display interesting properties regarding the choice of number of clusters, given a particular level of details. Discriminative analysis is used to find the parameters that most contribute to the separation between groups, adding an interpretative value to the discussion. Finally a number of examples are given on some of the phenomena that are revealed by examining the clustering tree.

1. Introduction

Advanced statistical methods have long been used in speech recognition for acoustic modelling. The resulting models are often of overwhelming complexity and hard to interpret. This is common for data-mining techniques where the focus is on classification performance with large amounts of data.

More traditional statistical methods, on the other hand, provide a more transparent interpretation of the phenomena under study, but are generally less appropriate for large/huge data sets. This is a particularly severe limitation in the study of language and speech, where the great amount of variables involved makes restricted collections of data poorly representative of the problem.

In [1] it was proposed to use techniques from the data mining field, such as the ones used in speech recognition, as a tool for analysing pronunciation variants in students learning a second language. Similarly, we used related techniques to analyse regional accent variation on a large sample of the population in Sweden [2, 3]. Here the term accent is used following Crystal’s acception [4] of regional pronunciation variation as opposed to the word dialect which describes variations in vocabulary and grammatical rules. The same distinction is made by Elert [5] who talks about the opposition between the regional variants of the standard language (“regionala riksspråksvarianter”) and genuine dialects (“genuina dialekter”).

The EM algorithm [6] was used to collect statistics over phonemic units, using only partially labelled material, and a canonical pronunciation dictionary, thus overcoming the problem of creating hand made detailed transcriptions of such a large corpus. Clustering techniques were used to visualise and interpret the results.

This study is an evolution of the previous investigations [2, 3] in two main aspects. Firstly we overcome the limitation of studying each phoneme independently of the others, allowing for cross-phoneme similarities to emerge. Secondly, a number of methods are explored in order to quantify the fit of the clustering models to the data and to interpret their nature.

2. Method

2.1. Parameter estimation

The EM algorithm [6] is a well known method in the speech community that allows estimating a set of unknown parameters $\Theta$ given some measured data $X$ when we lack information on some hidden variable, whose effect needs to be integrated out.

If we model continuous speech as a Markov chain, the hidden variable is the assignment of each data point (frame) to each state of the model. Representing the observations as Mel-frequency cepstral coefficients and selecting Gaussian distributions as “state-to-output” probability models, gives us a probabilistic framework to model the pronunciation of each phone-
Figure 2: Dendrogram of the full clustering tree. The y-axis shows the dissimilarity level, on the x-axis are the states in the form phoneme-segment-region. Given the number of states it is not possible to display each label, Figure 4 shows three blow-ups for phoneme [1]. Broad classes are also shown in the picture.

mic unit. A common practice, also adopted in this study, is to separately model the initial, middle and final part of each phoneme. The following we will refer to those as segments of each phoneme.

In this framework we can introduce a number of sources of contextual information that are known to affect speech production. A common practice in speech recognition is, e.g., to model co-articulation effects by splitting each phoneme into context dependent units. The regional accent information investigated in this study can be interpreted as contextual information in the same manner, resulting in phonemic units that represent the characteristics of pronunciation patterns in specific geographical areas.

2.2. Clustering

Given our framework, a dissimilarity measure defined between distributions (states) together with agglomerative hierarchical clustering can be used to evaluate pronunciation differences and similarities. As in [2, 3] the metric used in this study is the Bhattacharyya distance. Differently from [2, 3], we do not make here the restriction of analysing each phoneme separately. Furthermore any segment (initial, middle and final) is free to cluster with any other. This gives us a large number of units that can freely form groups of similar pronunciation models. The exact number is $R \times P \times S$ where $R$ is the number of homogeneous regions defined in the database, $P$ the number of phonemes in the canonical pronunciation model, and $S$ the number of segments for each phonemes (3 in our case).

Hierarchical clustering was chosen over partitional or density-based clustering because of its inherent property of displaying relational features at different levels of details. As will be clarified in the following, this is the main focus of this study, as opposed to finding the model that best fits the data in an absolute sense. The practical limitations with hierarchical procedures, e.g. the memory requirements for large datasets, are intrinsically avoided in this framework as the “objects” to be clustered are not single data points, but rather models representing (large) subsets of data points.

2.3. Cluster validation

A number of methods exist that evaluate the fit of the clustering model to the data. Milligan [7, 8] evaluates thirty cluster validation indexes with artificially generated data. Most of these methods try to evaluate the spread of points within and across clusters. Some rely on the pairwise dissimilarity measure alone, others on the relation between data points in each cluster and the corresponding cluster centroids in the space spanned by the data; finally some methods such as the log likelihood and the Bayes information criterion (BIC) [9] use a parametrised probabilistic framework.

In our case, clustering is applied to model parameters (means and covariances of the Gaussian distributions) rather than to single data points. Thus indexes of the first kind, such as the Ball [10] or Calinski [11] are not easily interpretable. On the other hand methods based on dissimilarities e.g. the C-index [12] are directly applicable to our case. Methods based on the likelihood of the data given the model such as the BIC, can also be applied as the log likelihood can be easily computed with some simplifying assumptions.

The log-likelihood of the data given a Gaussian model whose parameters are estimated according to the maximum likelihood criterion is:

$$L = \frac{1}{2nD}[ln 2\pi + 1] - n \sum_{j=1}^{D} \ln \sigma_j$$

where $D$ is the dimensionality of the data and $n$ is the number of data points. Note that we do not need to refer to the actual data points to compute this quantity.

When the EM algorithm is used, the number of data points per Gaussian model (state) is unknown, but can be approximated by the so called state occupation count [13].

Making common assumptions on the effect of clustering on the state assignment, and on the possibility to approximate the total log likelihood with an average of the log likelihoods for each state, weighted by the probability of state occupancy, we can write the total log likelihood as a function of the means, covariances and occupation counts of the original states, for each cluster configuration along the clustering tree, without referring to the original data.
The BIC [9] is an approximation of the Bayes factor that tries to find a trade-off between the complexity of a model (number of free parameters $m_M$), the model fit to the data ($\log$ likelihood $l_M$) and the number of data points available for model parameter estimation ($n$). Its definition is

$$BIC \equiv 2l_M(x, \theta) - m_M \log(n)$$

and it is used for example in model-based clustering to select the best model according to the above criteria.

As we will see later, given the amount of data we are dealing with, the best possible model, includes a much larger number of parameters than those used in this study. As a consequence the above methods give monotonically increasing indexes, as our models are always under-dimensioned given the amount of data.

An alternative way to interpret these indexes, that will be used in this study, is to select among several models at different levels of details.

### 2.4. Cluster interpretation

When we select a merging (or splitting) point for each level of details of interest, we might want to know which acoustic parameters are more important to discriminate between the newly formed clusters. The way we do this is to apply discriminant analysis to the members of the two most recent clusters, and order the parameters according to the scaling factors in the resulting linear model (normalised by the variance of each parameter). We can then compute how much of the discrimination between the two groups is accounted for by one, two or more parameters, by running a prediction on the same cluster members with a linear model of the corresponding order. This gives us insights on the contribution of each coefficient to the global distance.

### 3. Data

The Swedish SpeechDat FDB5000 telephone speech database [14] was used for the experiments. It contains utterances spoken by 5000 speakers recorded over the fixed telephone network. All utterances were labelled at the lexical level and a lexicon is provided containing pronunciations in terms of 46 phonetic symbols. The database also contains information about each speaker including gender, age, accent, and more technical information about recordings, for example the type of telephone set used by the caller. In this study, only accent information was considered.

Figure 1 shows a subdivision of Sweden into a number of areas as defined by Elert [15]. Seven broad and twenty finer areas are defined according to dialectal homogeneity. The same areas were considered in this study to represent regions of uniform pronunciation (regional accents). They will be referred to as $\{r_1, \ldots, r_{20}\}$.

The official SpeechDat training set was used for a total of 4500 speakers, 270 hours of speech. Ten milliseconds spaced frames were extracted for a total of circa 97 millions frames, containing 13 Mel cepstrum coefficients $\{c_0, \ldots, c_{12}\}$, and the first and second order differences $\{d_0, d_{12}, a_0, a_{12}\}$. As already mentioned three states $\{s_1, s_2, s_3\}$ were used for each phoneme resulting in 2940 states (20 accent regions times 46 phonemes plus 1 silence and 2 noise models times 3 segments). Of these the two noise models and the retroflex allophone [ ] were removed (the last for lack of data points in certain regions). Thus a total of 2760 states (distributions) were used in the clustering procedure.

![Figure 3: Log-likelihood versus number of clusters. Clear jumps can be seen when certain “merges” take place.](image)

### 4. Results

Figure 2 shows the full clustering tree for the 2760 distributions used in this study. The figure is shown to give a general idea of the clustering process and is not intended as a complete representation of the results.

Figure 3 shows the corresponding log likelihood computed as described in Section 2.3. The values for number of clusters close to 1 have been truncated in the figure to better display the evolution for large number of clusters. The function is monotone and presents jumps at particular numbers of clusters. The corresponding BIC values have a very similar shape, meaning that, given the enormous amount of training data, the number of parameters in the model has a negligible effect compared to the log likelihood.

Starting from the top of the tree, the first split divides essentially vowels and sonorants from non-sonorants. The discriminant analysis predicts this classification with 0.5% error. The most important cepstrum coefficients are, in decreasing order, $c_0$ (energy), $d_0$ (derivative of the energy), $c_1$ (related to the spectral slope) and it’s derivative $d_1$. Truncating the discriminant function to 1,2,3 and 4 variables, the prediction error is respectively 20%, 10%, 9% and 8%, meaning that the first four of the 39 coefficients account for 92% of the discrimination.

The second split divides the initial and final part ($s_1$ and $s_3$) of the silence model (for every accent region) from the rest of the states in group two from the previous split. Note that the middle state of silence clusters with the middle states of the voiceless plosives at a lower distance level. Successive splits divide, for example, sonorants from vowels and fricatives from plosives.

An interesting phenomenon is that the first and last segments ($s_1, s_3$) of the vowels tend to be separated from the middle part ($s_2$). This is possibly due to the latter being more stable in time (lower derivatives).

A general trend is that, in most cases, the splitting process separates states (distributions) belonging to different segments (initial, middle and final) and phonemes, while the effect of the accent region comes last in the process.

The exceptions to this are particularly interesting because they show the cases in which the pronunciation of one phoneme in the language is changed into the pronunciation of another phoneme that is also part of the phonetic inventory of that language. For example, [s] (retroflex allophone of [s]) in the south of Sweden ($r_{15}, r_{18}$) clusters always with the main pronunciation of [s]. Similarly [s] in Northern and Finlan ($r_1, r_4, r_9$) is more similar to [c] and [g] in the rest of the country. The vowel [ø] in Gotland ($r_7$) groups with the group including all variants of [u] and [r].
In other cases, although the pronunciation varies greatly across regions, there is no corresponding sound in the standard pronunciation that can be confused with the regional variants. One example is [s] that in the south (r15–r18) is retracted to [z]. In this case both [s] and [z] group together, but the dendrogram (Figure 4) clearly shows a subgrouping that corresponds to this difference. Note that the figure shows three subtrees extracted from the complete tree in Figure 2.

5. Conclusions

This study proposes the use of methods from the data mining field to analyse pronunciation variation in a language using huge amounts of data. The intention is to grasp phenomena that may be missed with more restricted data sets.

The combination of the EM algorithm and clustering methods permits to find similarities and differences in the segments of each phoneme as pronounced in different regions in Sweden. Discriminative analysis was used to interpret the results as it gives an indication of the importance of each cepstrum coefficient in discriminating between two groups of states.

The clustering tree was interpreted both at the minimum and maximum level of details (from top and bottom). In the second case two kinds of examples were shown: in the first case a regional variant of a phoneme is found to be closer to the average pronunciation of another phoneme. In the second case, this “merge” does not happen, but plotting the corresponding subtree(s) clearly displays the regional pronunciation variation.
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