Discrimination of Speech, Musical Instruments and Singing Voices Using the Temporal Patterns of Sinusoidal Segments in Audio Signals
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Abstract

We developed a method for discriminating speech, musical instruments and singing voices based on sinusoidal decomposition of audio signals. Although many studies have been conducted, few have worked on the problem of the temporal overlapping of the categories of sounds. In order to cope with such problems, we used sinusoidal segments with variable lengths as the discrimination units, although most of traditional work has used fixed-length units. The discrimination is based on the temporal characteristics of the sinusoidal segments. We achieved an average discrimination rate of 71.56% in classifying sinusoidal segments in non-mixed audio data. In the time segments, the accuracy 87.9% in non-mixed-category audio data and 66.4% in 2-mixed-category are achieved. In the comparison of the proposed and the MFCC methods, the effectiveness of temporal features and the importance of the use of both the spectral and temporal characteristics were proved.

1. INTRODUCTION

Advances in computer network technology have enabled people to access a huge amount of various data. The efficient retrieval of multimedia contents requires extracting useful information from these contents and then attaching it as meta-data to the original contents automatically or semi-automatically. The meta-data depends on the category of the original data. For example, if the original data is speech, the transcription (linguistic information) of the speech is useful as its meta-data; if music, the score of it is useful. The media processing necessary for attaching the meta-data to a given piece of audio data that includes speech, a singing voice, a musical instrument, and background noise, requires the discrimination of the categories of the audio contents as well as recognition of the meta-data of the audio data. In this paper, we focus on the categorical discrimination of audio data.

Over the past few years, several studies have been made on speech and music discrimination (SMD). Many studies on SMD have focused on the acoustic features used for categorical discrimination. They are classified into frequency-domain and time-domain features, and a third combined one. Frequency-domain features characterize the spectral envelope or the harmonic structure like the spectral centroid[1], MFCC (Mel-frequency cepstral coefficients), or Harmonic Coefficients[2] of speech/music signals. Time-domain features represent the temporal characteristics of speech/music signals like the zero-crossing rate[3]. The combination of the frequency and time domain features such as Spectral ‘Flux’ (it was later extended as Cepstrum ‘Flux’[4]) and 4-Hz modulation energy[1] has also been suggested.

One of the problems of these conventional features is that they do not cope with the temporal overlapping of sounds. The overlapping problem involves two aspects. One is the overlapping of the different categories: speech and music, and the other is the overlapping of sound events in the same category, such as multiple instruments in a music segment and multiple speakers in a speech segment. The sinusoidal decomposition of the audio signals is a promising approach for coping with these problems. Because the sinusoidal components are a connected temporal sequence of the sinusoids (segment in the time-frequency domain), each sinusoidal segment can be discriminated into each sound category based on its temporal characteristics. For instance, the length of utterance of a singing voice tends to be longer than that of the speaking voices (speech). Thus, the sinusoidal segments with variable lengths can be used as the discrimination unit while, until now, most traditional features were used fixed-length units.

In this paper, we describe a method of discriminating between speech, musical instruments and singing voices based on variable length sinusoidal segments. The discrimination procedures are described in section 2 and in section 3, we evaluate and discuss the experiments and results.

2. METHOD

2.1. System Overview

Figure 1 illustrates the procedures for discriminating musical instruments, singing voices and speech. First, an audio signal is analyzed with STFT (Short-time Fourier transform), and then the spectral peaks that are dominant in power are selected from each analysis frame. Next, the peaks are connected using constraint of temporal continuity of power and frequency values in adjacent analysis frames. The connecting operation produces sinusoidal segments that are a series of joined peaks and correspond to the temporal trajectories of the fundamental frequency($F_0$) or its harmonic of voices or music instruments. The temporal features that represent the shape of a sinusoidal segment are then extracted. They represent temporal changes of audio signal, especially temporal changes of $F_0$ or harmonics. Finally, the sinusoidal segments are integrated into time segments, and classified into three categories, musical instrument, singing voices and speech. When time segments are classified, mixed-categories, such as instruments and singing, is considered.
Figure 1: Overview of the discrimination system.

2.2. Detection of Spectral Peaks

The first procedure of the system seeks to choose candidates for sinusoidal points in each analysis frame for use in the next step. It consists of three processes: spectral analysis, smoothing, and choosing spectral peaks.

Spectral analysis (STFT) was performed on an input audio signal with a sampling rate of 16 kHz, Hamming windows with widths of 32 ms (512 points) and frame rates of 16 ms (256 points). In order to attain high-frequency resolution of about 4 Hz, STFT was performed for the signal of 4096 samples by adding zero samples. The power spectrum obtained with STFT was then smoothed by using the Gaussian window (17 cent standard deviation on a center frequency scale[6]. Cent is defined as

\[
f_{\text{cent}} = \frac{f_{\text{Hz}}}{440 \cdot 2^{\frac{x}{12}}}
\]

where \(f_{\text{Hz}}\) is frequency in hertz and \(f_{\text{cent}}\) is the converted frequency in cent.

The spectral peak was determined as a local peak of the smoothed spectrum. These peaks are candidates for sinusoidal segments.

2.3. Connection of Spectral Peaks

A sinusoidal segment is determined as a sequence of spectral peaks. We connect the peaks in a frame next to each other on the basis of the temporal continuity of magnitude and frequency values, and determine sinusoidal components by finding the optimum solution of the cost function that represents temporal continuity in terms of the magnitude and the frequency values of the spectral peaks. The connecting algorithm is a DP-based method[5] suggested by Sakakibara et al.

The cost function of the continuity is defined as

\[
d(t) = \sqrt{\left(\frac{f_t - f_{t-1}}{C_f}\right)^2 + \left(\frac{p_t - p_{t-1}}{C_p}\right)^2}
\]

where \(f_t\) and \(p_t\) denote the peak frequency and the peak magnitude at the frame \(t\). If \(d > d_{th}\), the spectral peaks are not connected. \(C_f\), \(C_p\) and \(d_{th}\) are experimentally determined as \(C_f = 100\), \(C_p = 3\) and \(d_{th} = 1\). For this continuity criterion, the spectral peaks are not connected if the difference of adjacent frequency values exceeds 100 cent, or if the difference of the adjacent peak magnitudes exceeds 3.

2.4. Extraction of Temporal Features

Various temporal features are extracted from the sinusoidal segments. These features are as follows.

- Duration of a sinusoidal segment (#1)
- Standard deviation of cent frequencies(#2), log powers(#3) and its proportions in a frame(#4)
- Mean(#5) and standard deviation(#6) of differences in cent between frequency and the nearest note in equal temperament:

The difference can be calculated as

\[
diff = (f + 50) \mod 100 - 50
\]

where \(diff\) is the difference and \(f\) is the sinusoid frequency in cent. (The interval of neighboring notes is always 100 cent in equal temperament.)

- Mean and Standard deviation of the difference between two sinusoids in neighboring or two neighboring frames in cent frequency, in log power and in its proportion in a frame (#7-18)
- Symbolic representation of a sinusoidal segment in cent frequency(#19) and in log power(#20): Each mean is calculated for the 5 frames of the head, the middle and the tail of a sinusoidal segment in cent frequency and in log power. If the mean of the 5 frames is more than 10 cent higher than the mean of the former 5 frames, the symbol ‘H’ is used. If lower than 10 cent, ‘L’ is used. In the other cases, ‘HM’, ‘HL’ and ‘MM’ are representations of components. In the case of log power, 0.2 is the threshold value.

2.5. Classification

A time segment of an audio signal comprises multiple sinusoidal segments. We devised a method to discriminate the time segment by integrating the sinusoidal segments statistically.

We defined the problem as selecting a category \(C_{mix}\) to maximize the likelihood \(p(X(t)|C_{mix})\) for the given audio segment \(X(t)\). Since we assume mixed-category audio signals, a category \(C_{mix}\) may be a mixture of two or three non-mixed categories. A time segment \(X(t)\) comprises the sinusoidal segments derived from the multiple categories. Then, we decompose the likelihood \(p(X(t)|C_{mix})\) of mixed category \(C_{mix}\) as follows:

\[
p(X(t)|C_{mix}) = p(s_1(t), s_2(t), \ldots, s_n(t)|C_{mix})
\]

where \(s_i(t)\) is a sinusoidal segments and \(n\) is the number of the segments at the time \(t\). Assuming that the sinusoidal segments are independent of each other, the likelihood is calculated using equation 5 by finding a category \(c_k\) to maximize the likelihood of each segment as

\[
p(s_1(t), s_2(t), \ldots, s_n(t)|C_{mix}) = \prod_{k=1}^{n} \max_{c_k \in \text{C}} p(s_k(t)|c_k)
\]

where \(C = \{\text{instruments, singing, speech}\}\) is the category set. The likelihood \(p(s_k(t)|c_k)\) is represented by the Gaussian mixture model (GMM) that is trained by the category-labeled sinusoidal segments data.
Table 1: Experimental data sets: I (Instruments), V (singing Voices), S (Speech).

<table>
<thead>
<tr>
<th>samples</th>
<th># sinusoidal segments</th>
<th>duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed, cross-validation data</td>
<td>Instruments</td>
<td>10570</td>
</tr>
<tr>
<td>/ Training data</td>
<td>Speech</td>
<td>10074</td>
</tr>
<tr>
<td>Non-overlapped test data</td>
<td>Instruments</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td>Singing</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>Speech</td>
<td>491</td>
</tr>
<tr>
<td>Overlapped test data</td>
<td>I &amp; V</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td>I &amp; S</td>
<td>301</td>
</tr>
<tr>
<td></td>
<td>V &amp; S</td>
<td>263</td>
</tr>
</tbody>
</table>

3. EXPERIMENTS

3.1. Data Sets

We used the data sets listed in Table 1 in the experiments described in the following sections, which were obtained from the databases listed below.

- RWC Music Database of Popular, Classical, and Jazz Music [9]: It contains music pieces that achieve quality as high as that of commercially distributed music. We selected instrumental pieces.
- Corpus of Spontaneous Japanese [11]: It contains spontaneous speech in Japanese. We selected speech pieces from it.
- Originally recorded music data: The former databases contain only a few singing voice pieces that are not overlapped with instrumental sounds; Therefore, we recorded original music containing only singing voices.

3.2. Classification of Sinusoidal Segments

We conducted an experiment to classify the extracted sinusoidal segments into three categories. We adopted two classifiers to classify the segments; the binary decision tree method and the GMM method. The two classifiers were trained by labeled training data using the C4.5 algorithm [7] and the EM algorithm [8], respectively. The GMM tests were examined by varying the number of mixtures from 1 to 16. The two classifiers were evaluated in both closed data test and 10-fold cross-validation test. In the closed data test, all the labeled samples listed in Table 1 were used to build the classifiers of the three categories and to discriminate themselves. In the 10-fold cross-validation test, all the labeled samples of each category were randomly divided into 10 sets and the 10 tests were carried out. One set selected at each test was used as the test data, and the remains were used to train the classifier. The rates of classification have been calculated for each tests, and aggregated.

Table 2 shows the accuracy of the classification of sinusoidal segments. In the cross-validation test, the performance of GMMs is better than that using the C4.5 decision tree for every number of mixtures. Since the overall accuracy of the classification with the C4.5 tree in the cross-validation test is much lower than that in the closed test, over-estimation would happen. Increasing the number of mixtures of the GMM results the improvement of the performance. Therefore, it is expected that the distribution of the features of sinusoidal segments is complicated. The best accuracy is 74.41% in the closed test and 71.56% in the cross-validation test when both tests used 16-mixture GMM.

3.3. Classification of Time Segments

3.3.1. Comparison of Methods

We evaluated the discrimination method for classifying the time segments described in section 2.5 by comparing to a spectral method using the MFCC. The MFCC represents the spectral envelope of a sound while our proposed method uses the temporal characteristics of a sound. The evaluation is performed in the 10-fold cross-validation test as described in section 3.2 with 10,000 samples for each category. The data set was composed of non-mixed sounds unlike the data set described in section 3.1, and was obtained from the musical instrument database[10] (both instruments and singing voices) and the speech database[11]. Table 3 shows the accuracy of classification by the 5 methods. In all the MFCC methods, the GMM classifiers with 16 mixtures were used. In the MFCC, the MFCC, log-magnitude energy and their time derivatives were used as the acoustic parameters. The SS+MFCC and the SS+MFCC are the statistical integration of two classifiers by adding the log likelihood calculated by the model in each of the methods. The classification was conducted in one analysis frame in all the method.

The accuracy in the sinusoidal method, SS, is 93.96%, and it is superior to those of MFCC and MFCC, In the integrated methods, SS+MFCC and SS+MFCC, the accuracy rises to 95.88% and 96.12% respectively. These results prove the independance of the spectral and the temporal acoustic features, and the importance of the use of both the spectral envelope and the temporal characteristics of sinusoidal segments for the classification of the speech and music.

3.3.2. Classification of Overlapped Data

We evaluated the proposed method on overlapped data. In advance, we classified the non-overlapped data derived from the same sources for comparison. Then, we classified three 2-mixed-category data; {instruments and singing}, {instruments and speech} and {singing and speech}, into the same three mixed categories. The test data sets used in the experiments were the 10 s audio segments of the three categories and the three 2-category mixtures whose volume of sound was normal-
Table 3: The accuracy (%) of the classification of time segments with the sinusoidal segment, the MFCC and their integrated features. MFCC,E,D means 12 MFCC coefficients, logarithmic speech energy and their time derivatives. SS means sinusoidal segment.

<table>
<thead>
<tr>
<th>method</th>
<th>inst.</th>
<th>singing</th>
<th>speech</th>
<th>overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>92.60</td>
<td>86.10</td>
<td>96.10</td>
<td>91.60</td>
</tr>
<tr>
<td>MFCC,E,D</td>
<td>89.62</td>
<td>92.25</td>
<td>98.50</td>
<td>93.46</td>
</tr>
<tr>
<td>SS</td>
<td>91.28</td>
<td>92.40</td>
<td>98.20</td>
<td>93.96</td>
</tr>
<tr>
<td>SS + MFCC</td>
<td>94.50</td>
<td>94.25</td>
<td>98.88</td>
<td>95.88</td>
</tr>
<tr>
<td>SS + MFCC,E,D</td>
<td>94.62</td>
<td>94.62</td>
<td>99.13</td>
<td>96.12</td>
</tr>
</tbody>
</table>

Table 4: Classification ratio (%) for the sinusoidal segments and the time segments of the non-mixed data.

<table>
<thead>
<tr>
<th>samples</th>
<th>classified into</th>
<th>overall accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>inst.</td>
<td>singing</td>
</tr>
<tr>
<td>Sinusoidal inst.</td>
<td>91.9</td>
<td>3.0</td>
</tr>
<tr>
<td>segments</td>
<td>6.6</td>
<td>65.1</td>
</tr>
<tr>
<td>singing speech</td>
<td>10.0</td>
<td>25.9</td>
</tr>
<tr>
<td>Time inst.</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>segments</td>
<td>0.3</td>
<td>84.6</td>
</tr>
<tr>
<td>singing speech</td>
<td>0.3</td>
<td>20.5</td>
</tr>
</tbody>
</table>

Table 5: The 2-mixed-category data classification ratio (%) of the time segments using the GMM with 16 mixtures: I (Instruments), V (singing Voices), S (Speech).

<table>
<thead>
<tr>
<th>samples</th>
<th>classified into</th>
<th>overall accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I &amp; V</td>
<td>I &amp; S</td>
</tr>
<tr>
<td>I &amp; V</td>
<td>72.8</td>
<td>19.5</td>
</tr>
<tr>
<td>I &amp; S</td>
<td>29.0</td>
<td>64.3</td>
</tr>
<tr>
<td>V &amp; S</td>
<td>26.2</td>
<td>11.7</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

We proposed a method of discriminating sounds of musical instruments, singing and speech based on sinusoidal decomposition using temporal characteristics of each category. We achieved the discrimination accuracy of 71.56% in classifying the sinusoidal segments into the three categories using the GMM classifier, 87.9% in classifying of the time segments into non-mixed-categories and 66.4% in classifying of the time segments into 2-mixed-categories. In the comparison of the proposed and the MFCC methods, the effectiveness of temporal features and the importance of the use of both the spectral and temporal characteristics were proved.
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