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Abstract

Gaussian Mixture Model (GMM) with diagonal covariance matrix is commonly used in text-independent speaker identification. However, diagonal covariance matrix implies strong assumption that the feature elements are independent. Even Gaussian mixtures with diagonal covariance can model the correlation to some extent; the model precision is still limited. To alleviate this problem, this paper proposes a framework for sharing linear transformations among the components and introduces a new unsupervised hierarchical clustering algorithm to implement it. In the framework, the full covariance of each component is represented by shared linear transformation and component-specific diagonal covariance. Different linear transformation estimation approaches, i.e., PCA, LDA and MLLT, are proposed and compared. Experiments show that our algorithm using each of the approaches has achieved significant identification error reduction over the best diagonal covariance models.

1. Introduction

Modeling data using Gaussian or Gaussian mixture distributions is very common in pattern recognition, such as text-independent speaker identification. In GMM-based systems there is a basic choice in the form of covariance matrix to be used. It may either be diagonal, block-diagonal, or full. Diagonal covariance matrix implies strong assumption that elements of the feature vector are independent; while full or block-diagonal covariance matrix can explicitly model all or some of the correlations, but it suffers from a dramatic parameters increase, and the increasing parameters are hard to be estimated robustly by limited data.

Though some feature-space based linear transformations schemes, such as Karhunen-Loève transform [1], Maximum Likelihood Linear Transform (MLLT) [2] have been used for decorrelating the feature, it is hard to find a single transform which is able to decorrelate all elements of the feature vector.

Sharing parameters across components of GMM (or constraining the parameters) to describe the correlation of inter feature-vector element is more flexible to alleviate this problem. The approach can acquire a tradeoff between correlation’s modeling and the number of parameters. Moreover, it also decreases storage requirement and computational requirement [2, 4].

Semi-Tied Covariance (STC) [5] which is a successful application of sharing parameters across components of HMM has achieved significant improvement in Large Vocabulary Continuous Speech Recognition (LVCSR). This paper adopts the thought of STC and applies it to GMM in speaker identification. Firstly, all the Gaussian components are classified as multiple components sets. Then each set estimates a linear transformation shared by all components of this set.

For our sharing algorithm to be effective it is desirable to put all the components that have similar correlation of inter feature-vector element into the same set. This paper introduces an unsupervised hierarchical cluster algorithm to classify the components. A distance measure formula based on maximum likelihood (ML) is used for clustering, which primarily considers the comparability of covariance of each pair component. Reasonable classification helps those full covariance matrices to describe correlation modeling more precisely. Through our new clustering algorithm, the components with similar covariance matrices are classified to the same set, which is effective to estimate a linear transformation shared by these components.

Since our algorithm provides a good framework for sharing linear transformations among the components, we adopt three different approaches PCA [6], LDA [7] and MLLT [2] respectively to estimate transforms. Experiments show that our algorithm using each of the approaches could achieve above 30% identification error reduction over the best diagonal covariance models on the MSRA mandarin task [10], which strongly indicates the stability and robustness of our algorithm.

The paper is organized as following: Section 2 describes the format of GMM when sharing parameters across components. In section 3, the new unsupervised hierarchical cluster algorithm is shown with the deduction of distance measure. The new technique is evaluated on a text-independent speaker identification task and corresponding experiments results is shown in section 4. Finally, the conclusion and the future work are presented.
2. Sharing Full Covariance Matrices in GMM

As mentioned in the introduction, in GMM based systems, the form of covariance matrix could be diagonal, block diagonal, or full. Compared to the diagonal case, the full covariance matrix case has the advantage that it models inter feature-vector element correlation. However this is at the cost of a greatly increased number of parameters, \( n(n + 3) / 2 \) compared to \( 2n \) per component, including the mean vector and the covariance matrix, where \( n \) is the dimensionality. Due to this massive increase in the number of parameters, diagonal covariance matrices are commonly used in text-independent speaker identification.

Sharing parameters across components clearly tends to acquire a tradeoff between correlation’s modeling and the number of parameters, which therefore improves covariance modeling for GMM. By increasing few parameters upon diagonal covariance modeling, we expect that the effect of modeling inter feature-vector element correlation can approach to that of full covariance situation. Moreover, sharing parameters also decreases storage requirement and computational requirement.

This paper adopts the thought of a covariance matrices sharing scheme, Semi-tied covariance matrices (STC) [5] to share the parameters. STC is a simple extension to the standard diagonal, block-diagonal, or full covariance matrices used with HMM’s. Instead of having a distinct covariance matrix for every component, the components classified into a set can share a linear transformation. Then, for a specific component, the covariance matrix consists of two elements, a component specific diagonal covariance element, \( \Sigma_{\text{diag}}^{(m)} \) and a semi-tied class-dependent, nondiagonal matrix, \( F_{\Sigma}^{(m)} \) (referred to as the semi-tied transform). The form of the covariance matrix is then

\[
\Sigma^{(m)} = F_{\Sigma}^{(m)} \Sigma_{\text{diag}}^{(m)} F_{\Sigma}^{(m)\text{T}}
\]  

\( F_{\Sigma}^{(m)} \) describes the inter feature-vector element correlation which may be tied over components of a set; while \( \Sigma_{\text{diag}}^{(m)} \) describes the scale of every dimension for a specific component.

To estimate \( F_{\Sigma}^{(m)} \), we need firstly to classify components into several sets, which is an important issue to be considered. From Eqn (1), we can see that if two components have the same full covariance matrix, then we can easily acquire the semi-tied transform \( F_{\Sigma}^{(m)} \) shared by the two components and it can get the same effect of modeling inter feature-vector element correlation as respectively using two full covariance matrices. The classification algorithm will be described in the next section.

3. Components Classification

We do the classification as follows. The first stage is to compute some distance-like measure between each pair of components. Since the function of the semi-tied transform \( F_{\Sigma}^{(m)} \) is to describe the inter feature-vector element correlation of components in the same set, the distance measure should considers the comparability of covariance of each pair components. Then we create a hierarchical clustering tree by starting with each component in its own cluster and recursively merging clusters according to some distance-related criterion. At last, this paper uses the level cutting to select the best partition of the candidate clusters.

3.1 Distance Measure

Because we only care about the distance of covariance matrices, mean of all components are firstly normalized to zero. Then the distance between two components \( M_1 \) and \( M_2 \) can be derived from a likelihood ratio of the likelihood \( H_0 \) that all features belonging to either of the two components are described with a single Gaussian distribution and the likelihood \( H_1 \) that the features of per component are described separately.

Let \( x_i \) denote the features belonging to component \( M_i \) and \( L(x_i : \omega_i) \) be the likelihood of the \( x_i \) vectors, where \( \omega_i \) denotes maximum likelihood estimates for the single gaussian based on samples in the \( x_i \). \( L(x_0 : \omega_0) \) and \( L(x_2 : \omega_2) \) are similarly defined, where \( x_0 \) denotes the features belonging to the combined collection of \( x_1 \) and \( x_2 \). Then the likelihood \( \Pr(H_0) = L(x_0 : \omega_0) \) and the likelihood \( \Pr(H_1) = L(x_1 : \omega_1) L(x_2 : \omega_2) \). Let \( \lambda_L \) denote the likelihood ratio, thus

\[
\lambda_L = \frac{\Pr(H_0)}{\Pr(H_1)} = \frac{L(x_0 : \omega_0)}{L(x_1 : \omega_1) L(x_2 : \omega_2)}
\]  

(2)

The distance measure between two components used in the clustering is

\[
d_L(\omega_1, \omega_2) = -\log(\lambda_L) \tag{3}
\]

According to the formula in [2], the expression of \( L(x_i : \omega_i) \) is given by

\[
L(x_i : \omega_i) = \prod_{t=1}^{N_i} \frac{1}{(2\pi)^{d/2} |\Sigma_i|^{1/2}} \exp \left\{ -\frac{1}{2} \omega_i^\top \Sigma_i^{-1} \omega_i \right\}
\]

\[
= g(N_i, d) \cdot |\Sigma_i|^{-N_i/2} \tag{4}
\]
Also \( L(x_0: \omega_0) \) and \( L(x_2: \omega_2) \) can be expressed as

\[
L(x_0: \omega_0) = g(N, d) \cdot \frac{N}{N_0} \frac{\Sigma_0}{2}
\]

\[
L(x_2: \omega_2) = g(N_2, d) \cdot \frac{N}{N_0} \frac{\Sigma_2}{2}
\]

Where \( g(N, d) = (2\pi e)^{\frac{Nd}{2}}, N = N_1 + N_2 \)

Therefore we can get that

\[
\lambda = \frac{\Pr(H_0)}{\Pr(H_1)} = \frac{\frac{\Sigma_0}{2}^N}{\frac{\Sigma_1}{2}^N \cdot \frac{\Sigma_2}{2}^N}
\]

\( \lambda \) is only dominated by the three full covariance matrices. From Equ (3) and (5), we can find that \( d_\ell(\omega_1, \omega_2) \) is close to zero when the covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \) are similar; while if \( \Sigma_1 \) and \( \Sigma_2 \) are very different, then \( d_\ell(\omega_1, \omega_2) \) will be large and therefore the two components have low probability to be classified into a set.

As the inter feature-vector element correlation is more important than the scale of every dimension for our classification, we may adopt correlation matrix \( \tilde{R} \) to take place of covariance matrix \( \tilde{\Sigma} \) for distance measure.

3.2 Hierarchical clustering

Hierarchical clustering is a well-known method for generating candidate clusters from a distance matrix which gives the distance between pairs of single components [8]. Agglomerative clustering algorithms first set all components start as singleton clusters and then iteratively merge the closest pair of clusters according to the distance matrix until only a single cluster containing all the components exists.

Some method is requested to construct a distance between clusters as only the distance between pairs of single components can be directly obtained from the distance matrix. Typical methods include [9]:

- **Minimum pair** Pick the smallest distance between a component in one cluster and one in the other cluster.
- **Maximum pair** Pick the largest distance from a between-clusters pair of components.
- **Average pair** This is the mean of all the component distances.

All the three methods can be used here, and very little is known about what qualities make a cluster distance good for clustering. However, the likelihood based distance measure \( d_\ell \) used in this paper relies on estimates of full covariance matrices, which is based on feature-vectors contained in this cluster. These estimates are more reliable when computed using more vectors.

So we re-estimate full covariance matrices \( \Sigma_0, \Sigma_1 \) and \( \Sigma_2 \) for every new merged cluster, then calculate distance using Equ (5).

A tree produced by hierarchical clustering contains exactly \( 2N - 1 \) candidate clusters (this includes the \( N \) singletons clusters). This paper uses the simplest method, called level cutting, to select the best partition of the candidate clusters. It is equivalent to slicing the tree horizontally at each merge level.

4. **Experiment**

4.1 Database

All speaker identification experiments were performed on the MSRA’s mandarin speech corpora [10], which include 100 male speakers and about 200 sentences per speaker. The duration of each sentence varies from 3 seconds to 9 seconds. All waveforms were recorded at a sampling rate of 16,000 Hertz and 16 bits per sample using close talking microphones connected to Creative Lab Soundblaster cards in quiet office environments.

In all experiments, we choose 20 sentences per speaker to train GMM and other non-overlap 40 sentences, total 4000 for test. The total length of 20 sentences per speaker for training is about 2.5 minutes. The speech was parameterized into 16 MFCC’s, \( C_1 \) to \( C_{16} \), along with the first differentials of these parameters (computed in 5 consecutive frames). This yielded a 32-dimensional feature vector.

The baseline system used for identification task was standard diagonal covariance GMM system [11]. We investigate the performance of GMM system with variance number of Gaussian components. At last, the baseline system chose 32 Gaussian components to model the distribution of a speaker. The speaker identification error rate (IER) of the baseline system is 4.6%.

4.2 Sharing Covariance Model

Since our algorithm provides a good framework for sharing semi-tied transforms among the components, many linear transformation schemes can be used to estimate the shared transforms. In our experiments, we adopt three different approaches PCA [6], LDA [7] and MLLT [2] respectively to estimate shared semi-tied transforms. The result is shown in table 1. We can see that all the approaches can achieve better performances than the baseline model set with diagonal covariance matrices. There is no significant performance difference among the three approaches. When we classify components into 800 sets, using each of the three approaches can achieve more than 40% identification error reduction compare with that of baseline.

We can also see that the performances are improved consistently with the increase of component sets number...
from 100 to 800, which strongly indicates the stability and robustness of our algorithm.

Table 1. Identification result by sharing parameters
(The baseline identification error rate 4.6%)

<table>
<thead>
<tr>
<th>estimating approach</th>
<th>transform number</th>
<th>100</th>
<th>300</th>
<th>500</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>3.575%</td>
<td>3.05%</td>
<td>2.8%</td>
<td>2.675%</td>
<td></td>
</tr>
<tr>
<td>LDA</td>
<td>3.575%</td>
<td>3.15%</td>
<td>2.7%</td>
<td>2.675%</td>
<td></td>
</tr>
<tr>
<td>MLLT</td>
<td>3.275%</td>
<td>2.875%</td>
<td>2.675%</td>
<td>2.650%</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Compared with diagonal model with more components

In Figure 2, we first show the identification performance (in IER) of several diagonal model sets as a function of their component numbers in each speaker’s GMM. When the number of components reaches 64 (the error rate is 4.025%), the identification error rate reduction compared with the baseline is only 12.5%. This shows that it cannot significantly improve the performance over our baseline model by simply increasing the number of diagonal Gaussian mixtures. We also plot the sharing parameters’ performance when using MLLT to classify components into 800 sets in the figure as an isolated square point. From the results, it is clear that our algorithm yields much better performance than the diagonal model set with even larger number of mixtures.

5. Conclusions and future work

This paper proposes a framework for sharing linear transformations among the components and introduces a new unsupervised hierarchical clustering algorithm to implement it. Different linear transformation estimation approaches, i.e., PCA, LDA and MLLT, are proposed and compared. We evaluate our algorithm on the MSRA mandarin task. By using each of the three approaches, a significant error reduction over the standard model with diagonal covariance matrices has been observed, which strongly indicates the stability and robustness of our algorithm. In the future, we will test the effectiveness of the algorithm on larger database.
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