EmoVoice: a System to Generate Emotions in Speech
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Abstract

Generating emotions in speech is currently a hot topic of research given the requirement of modern human-machine interaction systems to produce expressive speech.

We present the EmoVoice system, which implements acoustic rules to simulate seven basic emotions in neutral speech. It uses the pitch-synchronous time-scaling (PSTS) of the excitation signal to change the prosody and the most relevant glottal source parameters related to voice quality. The system also transforms other parameters of the vocal source signal to produce the irregular voicing quality. The correlation of the speech parameters with the basic emotions was derived from measurements of the glottal parameters and from results reported by other authors. The evaluation of the system showed that it can generate recognizable emotions but improvements are still necessary to discriminate some pairs of emotions.

Index Terms: speech synthesis, emotions, evaluation.

1. Introduction

Concatenation-based speech synthesizers provide more natural sounding when compared with rule-based methods. However, concatenation techniques are characterized by low flexibility to modify the speech signal which is a drawback when it is intended to generate expressive speech. The most successful systems in generating emotions in speech are unit-selection speech synthesizers including speech recordings with acted emotions. Since the complexity of the system increases with the size of the corpus, the variability of the produced speech is limited. A more flexible approach is to derive acoustic rules to impose emotional content on the speech signal using signal processing techniques. This method has been widely experimented using the concatenation of diphone units and simple methods to transform prosodic parameters, which introduce acceptable degradation in speech quality, as in [1]. However, in such systems it is usually impossible to control voice quality which is also an important aspect to produce emotions in speech.

Recently, it has been shown that the glottal parameters related to voice quality are relevant to express emotions [2]. In this work we developed a system named EmoVoice, which performs high-quality prosodic transformations and changes the main parameters of the glottal source, conveying emotions in speech. It can be used to produce emotions in natural speech or synthetic speech generated by any system.

2. Acoustic rules of emotions

Typically, to derive acoustic rules of emotions, a corpus of emotional speech is recorded using professional speakers or actors. Then, the acoustic features are measured and statistically analyzed. In this work, the acoustic correlates of emotions were derived from measurements of the glottal flow parameters of voice quality and from results published by other researchers.

2.1. Prosodic parameters

Generally, the process of measuring and examining the speech features takes a significant time and requires the appropriate software tools. In this work, the pitch, duration and energy rules were obtained based on acoustic profiles suggested in literature [3, 4, 5, 6], since there were several studies that correlated the prosodic parameters with emotions. We found some difficulties because the studies were developed in different conditions. For example, the size of the speech corpus, the speakers, the language, the type of emotions and the type of feature analysis (e.g. at the syllable or utterance level) varies. These factors were considered in the investigation and the values of the transformations were also adjusted by listening to the modified speech. The results of this work are summarized in Table 1.

<table>
<thead>
<tr>
<th>Emotions</th>
<th>Mean F0</th>
<th>F0 range</th>
<th>Duration</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>15%</td>
<td>30%</td>
<td>-16%</td>
<td>70%</td>
</tr>
<tr>
<td>Happiness</td>
<td>18%</td>
<td>30%</td>
<td>-19%</td>
<td>30%</td>
</tr>
<tr>
<td>Sadness</td>
<td>-16%</td>
<td>-38%</td>
<td>16.5%</td>
<td>-50%</td>
</tr>
<tr>
<td>Fear</td>
<td>25%</td>
<td>30%</td>
<td>-10%</td>
<td>0%</td>
</tr>
<tr>
<td>Surprise</td>
<td>15%</td>
<td>40%</td>
<td>-5%</td>
<td>2%</td>
</tr>
<tr>
<td>Boredom</td>
<td>-16%</td>
<td>0%</td>
<td>10%</td>
<td>-20%</td>
</tr>
<tr>
<td>Disgust</td>
<td>-20%</td>
<td>20%</td>
<td>-10%</td>
<td>-20%</td>
</tr>
</tbody>
</table>

Table 1: Percent variations of the prosodic parameters obtained from the literature and adjusted with our perceptual evaluations.

2.2. Voice quality parameters

Voice quality aspects are usually described in terms of qualitative descriptions or spectral patterns [6]. For example, anger and happiness is usually described as tense, blaring and breathy. Sadness is typically lax, and fear is characterized by tense and irregular voicing. In the spectral domain, happiness and sadness present increased energy in the high-frequency band while fear shows a decrease of the energy in high frequencies.

In this work, the continuous variables used to control the voice
quality were the aspiration noise, jitter, shimmer and the glottal source parameters: open quotient (OQ), speed quotient (SQ) and return quotient (RQ) [7]. The aspiration noise creates the breathy effect while the jitter and shimmer give the sensation of harsh voice. These parameters have been used to generate speech with emotions by [5] and [3]. In these studies the acoustic measures were computed from recorded emotional speech. We used these results and our perceptual evaluation of the transformed speech to derive the variation values of the jitter, shimmer and aspiration noise, presented in Table 2.

Table 2: Transformation factors of the speech parameters related to voice quality.

In case of the glottal parameters, there were studies that correlated these parameters for different types of voice quality, e.g. [8, 9], but we have not found any reported measurements of these features for emotional speech.

In order to derive the acoustic variations of the OQ, SQ and RQ, these parameters were measured from an emotional speech database [10]. This way, the hard and time consuming task of building a speech corpus with emotions was avoided. However, this approach might be considered in future investigations. The speech corpus was in German and contained seven emotional states: neutral, anger, happy, sad, fear, boredom and disgust. We used the Aparat software [11] to perform the acoustic measurements. The results were obtained from 27 speech files, spoken by a male speaker, with one of the seven emotions each, and are presented in Table 3.

Table 3: Mean values of the glottal flow parameters calculated for each emotion, from the speech files.

In the case of sadness the decrease of the SQ produces the lax voice. However, the emotion fear which is associated with a tense voice presents an unpredictable decrease of this parameter [9].

Finally, the return quotient is higher for angry which supports the breathy quality of this emotion [8].

The mean errors of the measures are relatively high so it is not possible to draw conclusions for all cases. Despite this, we obtained approximate values for the relevant variations of the glottal flow parameters with emotions, which are presented in Table 2.

3. System description

A schematic diagram of the EmoVoice system to transform speech emotions is shown in Figure 1.

First, the glottal epochs are computed using a robust pitch marking algorithm from the ESPS (Entropic Signal Processing System) tools. The linear prediction coefficients (LPCs) are calculated using the autocorrelation method for the Hanning-windowed segments, with 20 ms length and centered in the estimated pitch marks. The residual signal is obtained by filtering the speech signal by the time-varying error prediction filter $A(z)$.

All of the modifications are performed on the residual signal according to the transformation factors of the acoustic features that are mapped to the desired emotion. The emotions are indicated to the system by markup labels on the speech signal.

The Pitch-Synchronous Time-Scaling (PSTS) [7] method transforms the energy, duration, pitch and the glottal source parameters (OQ, SQ and RQ). This technique allows large time-scale transformations and the modification of different aspects of voice quality, preserving the speech naturalness.

Jitter is produced by adding a random component to the pitch period of the short-time signal. Shimmer is introduced by multiplying the energy envelope of the short-time signal by a random factor. To generate the aspiration noise, white gaussian noise, filtered in the perceptually significant band of 2-4 KHz, is amplitude modulated by an Hanning window with duration of the pitch period and added pitch-synchronous to the residual signal.

Finally, the transformed residual signal is passed through the time-varying all-pole filter $A(z)^{-1}$ using the LPC coefficients associated with the synthesis pitch marks to obtain the speech waveform with emotion.

A web interface was developed for demonstration of the EmoVoice system. It is accessible at http://www.l2f.inesc-id.pt/~jpcabral/EmoVoice/.

4. Perceptual test

To evaluate the seven basic emotions (anger, happy, sad, fear, surprise, boredom and disgust) produced by the EmoVoice system a double A-B forced choice test was conducted. Subjects were presented with an emotion name and two different stimuli (A and B), where A and B were random choices of two speech signals with emotions generated by the system. The subjects had to indicate
which of the two stimuli better matched the pretended emotion. The dual choice test was preferred over a 8-way choice in order to simplify the subjects task: we could perform more tests keeping the subjects focused.

4.1. Stimuli
Two different utterances in European Portuguese, with approximately 2 seconds each, were chosen from a speech corpus spoken by a male speaker. The corpus was recorded in a studio environment. From the two neutral signals, seven speech file were generated with induced emotions by using the EmoVoice system.

4.2. Subjects
Thirty listeners participated in the test. There were 22 males and 8 females. They consisted mainly of students and professors working at the L2F lab and other departments of INESC-ID. They were all native speakers of European Portuguese.

4.3. Experiment
This test involved eight different emotions, including the neutral emotion. Subjects were presented with 56 pairs of stimuli, corresponding to all possible combinations of one utterance with two randomly chosen emotions. They could play the signals any time they wanted but they were forced to select the stimulus that better matched the emotion name indicated in the interface panel. The same pair of stimuli was presented twice (in random order) to test the two emotions of the pair. An easy-to-use computer interface was developed for the test.

5. Results
Figure 2 show the recognition rates and the 95% confidence intervals, obtained for each emotion. For example, Figure ?? shows the rate of listeners responses that matched the intended anger emotion when compared with the remaining emotions.

In general, the simulations of the anger, sad and fear emotions were well recognized by the listeners. For these emotions, the lowest rates were obtained when anger was compared with fear (80% for anger and 75% for fear) and when the happy emotion was compared with anger and surprise (around 60%).

The results for surprise, boredom and disgust emotions were not as good, given that the lowest accuracy rates obtained were under 50%. Subjects distinguished very well the boredom emotion from all emotions but sad. Surprise was confused with the emotions with high activation level, achieving only 30% and 35% when compared with anger and happy. In general, subjects did not perceive the disgust emotion, as shown by its recognitions rates (between 40% and 60%).

6. Discussion
The anger, happiness, surprise and fear are characterized by similar prosodic variations (increased pitch, wider pitch range, slower speech rate and higher energy) which can explain the lower recognition rates obtained for some pairs of these emotions such as fear-anger, happy-anger and surprise-happiness. Also, there are emotions typically more difficult to perceive, such as happiness and disgust. It is very likely that other aspects of human expression, such as facial cues [13], are determinant to distinguish these emotions.

Figure 2: Recognition rates obtained for each emotion when compared with the other emotions, in the A-B listening test.
Even so, we think that for some emotions the acoustic transformations used were not sufficient. This is the case of surprise: when it was compared with anger and happiness, it obtained very low recognition rates. There are studies which indicate that the upward direction of the pitch contour [14] and the irregular pattern of pauses [15] are characteristics of the surprise emotion which differ from anger, happy and fear. Thus, the simulation of surprise by the EmoVoice system could be improved by including more prosodic transformations.

Also, the perceptual results show that the boredom emotion was almost not recognized when compared with sad, and that fear was mainly confused with anger. Since the prosodic features are very similar in the two pairs of emotions, more voice quality cues seem to be necessary to improve the accuracy rates of boredom and fear. For example, the simulation of the voice quality creaky for boredom and whispy for fear, as in [16], could improve the recognition rates obtained by these emotions.

There are other factors that could have undesirably influenced the subject’s recognition of the simulated emotions. One is the distortion caused by the acoustic transformations when simulating intense vocal emotions. For example, the aspiration noise introduced to simulate happiness and surprise produces some degradation of the speech quality. Another limitation is the listener’s difficulty to separate the sound from the semantic meaning of the utterance. Although, in the test, the utterances were chosen to convey any of the tested emotions, subjects may not be used to associate emotions like fear, anger or disgust to sentences without the appropriate semantic content.

7. Conclusions and Future Work
To study the correlation between the speech parameters and emotional states, a speech modification system was built, called EmoVoice. It uses the PSTS method to transform important prosodic and voice quality parameters of emotions, preserving the naturalness.

The values of the acoustic transformations for each emotion were derived from the literature and adjusted by listening to the modified speech. In case of the glottal source parameters, no results where found in the literature that correlate them directly with emotions. Thus, numerical rules were obtained by measuring the glottal parameters from an emotional speech database.

EmoVoice generates seven emotions: angry, happiness, sadness, fear, surprise, boredom and disgust. The system was evaluated by a formal A-B perceptual test. The results showed that the angry, happiness, sadness and fear obtained good recognition rates, similar to those reported by other speech researchers. Boredom was confused with sadness and surprise was confused with angry, happiness and fear. The results obtained by these two emotions were not as good as expected and suggest further study to identify the speech parameters that are more relevant to simulate their effects. Disgust was not recognized by the listeners which strengthens the hypothesis that this emotion has weak vocal correlation.

The system uses constant factors to transform the speech parameters for each emotion. We expect to enhance its performance by applying non-uniform transformations along the utterance that are characteristic of emotions. Also, we intend to extend the transformations to other acoustic features, such as pauses, articulation and spectral parameters. We think that further tests must be conducted to evaluate the performance of the system to produce the basic emotions in synthetic speech.
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