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Abstract
An n-gram trained by a general corpus gives high performance. However, it is well known that a topic-specialized n-gram gives higher performance than that of the general n-gram. In order to make a topic specialized n-gram, several adaptation methods were proposed. These methods use a given corpus corresponding to the target topic, or collect documents related to the topic from a database. If there is neither the given corpus nor the topic-related documents in the database, the general n-gram cannot be adapted to the topic-specialized n-gram.

In this paper, a new unsupervised adaptation method is proposed. The method collects topic-related documents from the world wide web. Several query terms are extracted from recognized text, and collected web pages given by a search engine are used for adaptation. Experimental results showed the proposed method gave 7.2 points higher word accuracy than that given by the general n-gram.
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1. Introduction
N-gram is one of the most powerful language models for speech recognition. An n-gram trained by a general corpus which includes many kinds of topics gives high performance. However, it is well known that a topic-specialized n-gram gives higher performance than the general n-gram.

The topic-specialized n-gram can be trained by a text corpus that contains sentences related to that topic. It is, however, time consuming to collect a huge amount of documents related to the topic. In order to solve this problem, several adaptation methods for language models were proposed. The basic strategy of these methods is to merge topic-related documents into a general corpus. The typical method of collecting topic-related documents is to select sentences or documents related to that topic from a general corpus using some sort of statistical metric. A small amount of topic-related documents are prepared by human, and similar documents are then selected from the general corpus by calculating a statistical metric such as Kullback-Leibler divergence, perplexity given by the topic-specialized n-gram, and so on. If recognized text is used for selection instead of the topic-related documents, this method can be considered as unsupervised training [1].

In these methods, however, the kind of adaptable topics is limited to topics included in the general corpus. If documents related to the topic are not included in the general corpus, the general n-gram cannot be adapted to the topic because no topic related document is selected from the general corpus.

There have been several researches [2–6] on the training of topic-specialized n-gram using the World Wide Web. In these methods, topic-related web pages are retrieved using a search engine (such as Google) using several keywords (or keyphrases), and useful text data is extracted from the web pages using a text filter. This type of collecting method is called “query-based sampling” [2], and it can make a topic-specialized n-gram for any topic because most of the topic is included in the Web. The key point of these methods is how to select a keyword as a query term. The simplest method is to give a keyword manually [3,4]. Other methods [2,5] use statistical metrics (such as tf/(Collection Term Frequency), df (Document Frequency), and so on) calculated from a small amount of documents related to the topic.

The topic-specialized n-gram can be acquired by web-based methods. The n-gram, however, does not always give high performance because the collected documents may be “dirty,” i.e. they may contain fragments of sentences (e.g. entries of a table), short sentences such as indices of articles, or other non-linguistic data. A text filter is applied to collected web pages in order to reduce “dirty” sentences, however, “dirty” sentences may remain in the collected text data.

In this paper, we propose a new unsupervised language model adaptation method based on “query-based sampling”. This method can adapt a general n-gram to any topic because it is a web-based method, and the proposed method can reduce the adverse influence of “dirty” text data because the adapted n-gram is trained using both “dirty” text data and a “clean” general corpus.

2. Overview of the System
Figure 1 shows an overview of the proposed system. The target of the system is dictation of lecture speech, where a speaker is talking on one topic.

At first, an input speech data (which contains many utterances) is recognized using a general n-gram trained by a general corpus. Several keywords are selected from the recognized text, and then web pages related to the topic are retrieved using a search engine.

Collected web pages are input to a text filter. The filter removes HTML tags, and extracts natural Japanese sentences using character n-gram [7]. The character n-gram is trained by a general corpus, and the perplexity of each sentence in the web pages is calculated. Only those sentences with lower perplexity than the threshold are extracted.

After that, a mixed corpus is constructed by merging the general corpus and the extracted sentences, and the adapted n-gram is trained by the mixed corpus [8]. Finally, the input speech data is recognized using the adapted n-gram.
2.1. Selection of query terms

We have to choose query terms that can specify the target topic. We used nouns as candidates of query words. $Tf$-$idf$ is frequently used for selecting keywords in the information retrieval field. $Tf$ (Term Frequency) means the frequency of a term in the documentation, and $idf$ (Inverse Document Frequency) means the inverse frequency of documents which contain the term. In this system, $tf$ is calculated by the recognized text, and $idf$ is calculated by the general corpus.

The $tf$-$idf$ score of the term $w$ is calculated by Eq. (1).

$$s(w) = tf(w) \times \log \frac{N}{df(w)}$$ (1)

where, $tf(w)$ denotes the number of occurrences of the term $w$ in the recognized text, $df(w)$ denotes the number of documents containing the term $w$ in the general corpus, and $N$ denotes the number of documents in the general corpus. Notice that the $tf(w)$ and $df(w)$ are calculated based on different document sets. While $tf(w)$ is calculated from the recognized text, $df(w)$ is calculated from the general corpus.

The procedure for selecting query terms is as follows:

1. The recognized text are parsed into words through a morphemic analyzer ChaSen [9]. Let $w_1, w_2, \ldots, w_K$ be distinct noun words appear in the recognized text.
2. $s(w_1), s(w_2), \ldots, s(w_K)$ are calculated according Eq. (1).

3. Let $w_{i_1}, w_{i_2}, \ldots, w_{i_n}$ be the noun words sorted by $s(w)$ in a descending order, i.e., $s(w_{i_1}) \geq s(w_{i_2}) \geq \cdots \geq s(w_{i_n})$. Then the top $n$ words, $w_{i_1}, \ldots, w_{i_n}$, are used as query terms.

2.2. Collection of text from WWW

When a query term is given to a search engine, the search engine returns a list of URLs. Based on the list of URLs, the collection of web pages is performed recursively, on a breadth-first basis. At first, all web pages in the list are collected, and then web pages linked by the top-ranked page are collected. After that, web pages linked by the second-ranked page are collected. This procedure iterates for the lower ranks until the total number of web pages reaches the pre-defined number.

The number of query terms is fixed to one for a retrieval. When two query terms are used, each query term is used for each retrieval, respectively. As a result, two URL lists corresponding to each query term are acquired. Almost all search engines can accept two or more query terms for one retrieval. If two query terms are given to a search engine, web pages which contain both query terms are listed. It is not confirmed which type of query, using two or more query terms for a retrieval, or using each query term separately for each retrieval, is better for this system.

3. Experiments

In order to confirm the effectiveness of the proposed system, several experiments were carried out. The CSJ speech corpus [10, 11] was used for training and evaluation. Transcriptions of 3,124 lectures (containing about 8.3 million words) were used as a general corpus, and 5 other lectures were used for evaluation. Details of the evaluation data are shown in Table 1. In this table, "#words" stands for the total number of words contained in the document.

The vocabulary size of the general $n$-gram was set to 39,863, and all new words in the retrieved sentences were added to the vocabulary of the adapted $n$-gram (however, the maximum number of vocabulary was set to 65,535 because of the limitation of the speech recognizer). The weighting factor in the $n$-gram adaptation method was set to the optimum value $a$ posteriori.

Google Japan [12] was used as the search engine, which returns 1,000 URLs at maximum per retrieval. Julius [13] was used as the speech recognizer.

3.1. Results for single query term

In this experiment, only the query term with the highest $s(w)$ was used for retrieval. The total number of retrieved web pages was set to 10,000. Figure 2 shows the word accuracy for each evaluation data set. In this figure, the left side of each data set denotes the result given by the general $n$-gram, and the right side denotes that by the adapted $n$-gram. From this figure, the proposed method
was very effective in increasing word accuracy. The adapted n-gram gave higher performance than that of the general n-gram for all data sets, and the average word accuracy was increased from 53.9% to 60.2%.

We also investigated how many web pages should be collected. In this experiment, the query term was selected from the transcription of the evaluation data instead of the recognized text in order to investigate clearly the relationship between the number of pages and word accuracy.

Figure 3 shows word accuracy with respect to the number of retrieved web pages from 1,000 to 100,000. In this figure, the horizontal line denotes the word accuracy given by the general n-gram (baseline). We also checked the OOV (Out Of Vocabulary) rate. Figure 4 shows the OOV rate, and the horizontal line denotes the OOV rate given by the general n-gram.

Word accuracy increased with the number of web pages. The maximum gain compared with the baseline was 7.2 points at 80,000 web pages, however, a 6.3 points gain can be achieved with only 5,000 pages. The OOV rate also decreased with increase in the number of web pages. The minimum OOV rate was 0.75% at 40,000 pages, and the OOV rate at 5,000 pages was 1.19%. Note that the OOV rate at more than 40,000 pages increases because the number of vocabulary reached the maximum number (65,535 words) under these conditions.

These results show that collecting 5,000 pages increased the performance of the adapted n-gram. However, collecting more than 10,000 pages does not help much. As a result, about 5,000 pages were sufficient to adapt the n-gram to the topic.

### 3.2. Results for multiple query terms

The previous experiment suggested that the number of retrieved pages should be set to 5,000. If much memory and computational power are available, two or more query terms can be used for collecting additional pages. In this section, we investigate the effectiveness of increasing query terms.

The total number of retrieved web pages was fixed to 20,000, and the number of query terms was increased from one to ten. For example, when the number of query terms was set to five, the number of retrieved pages became 4,000 for each query term.

Table 2 shows the relationship between word accuracy and number of query terms. In this table, “transcription” denotes that query terms were selected from the transcription of the evaluation data, and “recognized” denotes that query terms were selected from the recognized text. “baseline” means the word accuracy given by the general n-gram.

<table>
<thead>
<tr>
<th>#query</th>
<th>transcription</th>
<th>recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60.6%</td>
<td>60.3%</td>
</tr>
<tr>
<td>2</td>
<td>60.4%</td>
<td>60.0%</td>
</tr>
<tr>
<td>5</td>
<td>61.1%</td>
<td>59.9%</td>
</tr>
<tr>
<td>10</td>
<td>61.7%</td>
<td>60.4%</td>
</tr>
<tr>
<td>baseline</td>
<td>53.9%</td>
<td></td>
</tr>
</tbody>
</table>

In the “transcription” condition, increasing the query terms improved word accuracy, showing that the collecting web pages using several query terms is effective in adaptation of the general n-gram.

On the other hand, in the “recognized” condition, word accu-
From the experiments with a single query term, the proposed method gave 7.2 points higher word accuracy than that given by the general $n$-gram, and 5,000 pages was sufficient to adapt the $n$-gram to the topic.

We also carried out the experiments with multiple query terms. It was effective to increase the number of query terms when query terms were extracted from the transcription of the evaluation data. However, it was not effective when query terms were extracted from the recognized text because the recognized text contained many misrecognized words.
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