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Abstract

Syntactic and discourse boundaries are signalled by prosodic cues as well as linguistic cues in speech. We investigated whether there is a correspondence between prosodic or linguistic cues and the boundary strengths. We measured the rates of filled pauses (FPs) and conjunctions, and the durations of silent and filled pauses and conjunctions at four types of boundaries in casual presentations in Japanese. The results showed that the rates of FPs and conjunctions and the durations of silent pauses correspond to the boundary strengths. However, no significant correspondence was found between the duration of FPs or conjunctions and the boundary strengths. The results suggest that how long the speaker pauses and whether he or she utters a FP or a conjunction is relevant to the boundary strengths. However, the durations of FPs and conjunctions are likely to be affected by the other factors such as planning difficulties of the following parts of speech.

Index Terms: syntactic boundary, discourse boundary, silent pause, filled pause, conjunction

1. Introduction

Prosodic cues are known to be relevant to syntactic and discourse structure across languages. Sentence boundaries and topic shifts are often marked by a long pause, a pitch range reset, change in intensity and speaking speed, and disfluencies [1], [2], [3]. It is reported that some prosodic features correspond to boundary strengths in speech. The deeper the discourse boundary, the longer the silent pause duration [4]. The rate of filled pauses increases with syntactic or discourse boundary strengths [4], [5], [6]. However, most previous studies analysed syntactic or discourse boundaries separately. The two types of boundaries were not well integrated in the analyses. We assume sentences as components of a discourse unit and clauses as components of a sentence. As a consequence, we regard discourse boundaries as stronger than sentence boundaries, and sentence boundaries as stronger than clause boundaries. Linguistic items such as connectives, adverbs and adverbial phrases also signal boundaries [7], [8]. However, it has not been elaborated on whether and how the existence of such linguistic items and prosodic features at the boundaries interact.

In this paper, we investigated the correspondence between boundary strengths and prosodic and linguistic features at the boundary. More specifically, we examined the rates and the durations of filled pauses and conjunctions as well as the duration of silent pauses at four types of boundaries in Japanese monologues. We compare the results with those of previous studies, and discuss relevance of prosodic and linguistic features to discourse structure.

2. Method

2.1. Data

Twenty-four casual presentations excerpted from The Corpus of Spontaneous Japanese (CSJ) were analyzed [9]. The corpus comprises sound files, transcripts and morphological analyses of 660 hours of 3302 speeches with 7.7 million words [10]. The presentations examined were given by speakers of Tokyo Japanese, aged between the 20s and the 60s. They were paid volunteers. A half of them were male and another half female speakers. They talked about a general topic such as “the happiest (saddest) experience in my life” or “my town”. The topics were given to the speakers previous to the talk. They were instructed to prepare a note for the presentation, and not to read aloud a manuscript. Each presentation lasted between 10 and 15 minutes.

2.2. Procedures

First, we classified sentence and adverbial clause boundaries into three types according to sentence or clause final morphemes as shown in Table 1. Japanese is a SOV language and the ends of sentences are marked by sentence final forms. The ends of clauses are marked by connective particles or certain conjugations of verbs, auxiliary verbs, or adjectives. As shown below, adverbial clauses always precede main clauses.

(adverbial clause < connective particle >), (main clause).

Among adverbial clauses, C type clauses are regarded as more independent of main clauses than B type clauses in terms of syntactic constraints [11], [12], [13]. Therefore, we assumed boundaries after C type clauses as stronger than boundaries after B type clauses.

The presentations examined contained discourse boundary tags. Each of three labellers marked paragraph boundaries at some of the sentence or clause boundaries when they recognised a topic shift. Discourse boundaries were chosen from all the paragraph boundaries through discussion by four discourse analysts, based on the theory of Grosz and Sidner [14]. Most discourse boundaries coincided with sentence boundaries. We call sentence boundaries which are also discourse boundaries E type boundaries and the other sentence boundaries D type boundaries.
boundaries. We assumed E type boundaries as stronger than D type boundaries.

Second, we computed the rate of boundaries with filled pauses (a prosodic cue) or with conjunctions (a linguistic cue) for each type of boundaries in each presentation. We compared the mean rates of boundaries with filled pauses or with conjunctions among four boundary types.

Table 1: Classification of adverbial clauses

<table>
<thead>
<tr>
<th>Type</th>
<th>Connective</th>
<th>Meaning, usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>~to,ba,tara,nara</td>
<td>when ~, if ~</td>
</tr>
<tr>
<td></td>
<td>~te (wa)</td>
<td>~ and</td>
</tr>
<tr>
<td></td>
<td>~te kara</td>
<td>since <del>, after</del></td>
</tr>
<tr>
<td></td>
<td>~te mo</td>
<td>even if ~</td>
</tr>
<tr>
<td></td>
<td>~yoo ni</td>
<td>so that ~</td>
</tr>
<tr>
<td></td>
<td>adverbial form</td>
<td>~ and</td>
</tr>
<tr>
<td></td>
<td>~kara, node</td>
<td>as ~ (reason)</td>
</tr>
<tr>
<td></td>
<td>~nioni, ke(re)do</td>
<td>though ~</td>
</tr>
<tr>
<td></td>
<td>~ga</td>
<td>although ~,~but</td>
</tr>
<tr>
<td></td>
<td>~si</td>
<td>~ and (list similar actions or features)</td>
</tr>
<tr>
<td></td>
<td>~de</td>
<td>~ and</td>
</tr>
<tr>
<td></td>
<td>~amasite, desite</td>
<td>~ auxiliary verb</td>
</tr>
</tbody>
</table>

C  

<table>
<thead>
<tr>
<th>sentence</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D or E)</td>
<td>~vo, ne, to</td>
</tr>
<tr>
<td></td>
<td>~desu, masu, ta, n</td>
</tr>
</tbody>
</table>

Third, we measured the durations of conjunctions and silent and filled pauses at four types of boundaries in the following four patterns. The durations are measured in Figure 1.

1) When there was neither a filled pause nor a conjunction between two consecutive clauses, the silent pause duration between the end of the previous clause and the onset of the following clause was measured (the value can be zero).

2) When there was a filled pause between two consecutive clauses, silent pause duration between the end of the previous clause and the onset of the voiced part of the filled pause and the duration of the filled pause (from the onset of the voiced part of the filled pause up to the onset of the following clause) were measured.

3) When there was a conjunction between two consecutive clauses, silent pause duration between the end of the previous clause and the onset of the conjunction and the duration of the conjunction (from the onset of the conjunction up to the onset of the following clause) were measured.

4) When there were both filled pauses and conjunctions between two consecutive clauses, the silent pause durations between the end of the previous clause and the onset of the conjunction or the voiced part of the filled pause, and the durations of the conjunction and the filled pause were measured.

We took the median of the durations in each category for each presentation, and compared the mean values over presentations among four types of boundaries. In this paper, we analyzed the durations of silent and filled pauses and conjunctions of the first three patterns.

CON: conjunction; FP: filled pause; SP: silent pause

1) Boundaries without filled pause or conjunction (pattern 1)

(preceding clause) (following clause)

   SP

2) Boundaries with filled pauses (pattern 2)

(preceding clause) filled pause (following clause)

   SP   FP

3) Boundaries with conjunctions (pattern 3)

(preceding clause) conjunction (following clause)

   SP   CON   FP

4) Boundaries with filled pauses and conjunctions (pattern 4)

(preceding clause) filled pause conjunction (following clause)

   SP   FP   CON

Figure 1: Four patterns of clause boundaries at which durations of conjunctions and silent and filled pauses were measured

3. Results

3.1. The rates of filled pauses and conjunctions

Table 2 shows the mean number of each boundary type.

Table 2: The mean number of each boundary type

<table>
<thead>
<tr>
<th>Type</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean N</td>
<td>56</td>
<td>62</td>
<td>37</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 2 illustrates the rates of filled pauses and conjunctions at four types of boundaries. The rate of filled pauses increases gradually whereas the rate of conjunctions increases linearly with the boundary strengths. A one-way repeated measures analysis of variance (ANOVA) showed a significant effect of boundary type on the rate of filled pauses, $F(3, 69) = 17.63, p < .001$. Paired comparisons (alpha adjusted by Bonferroni) revealed that the rate of filled pauses at type E boundaries was significantly higher than the rate at any other type of boundaries, B vs. E: $t(23) = 5.48, p < .001$; C vs. E: $t(23) = 3.85, p < .005$; D vs. E: $t(23) = 4.62, p < .001$. The rate of filled pauses at C type boundaries was significantly higher than the rate at B type boundaries, $t(23) = 4.80, p < .001$. There was no significant difference between the rates at D type and B type boundaries, or D type and C type boundaries, B vs. D: $t(23) = 1.64, p = .19$; C vs. D: $t(23) = 1.94, p = .39$. The rate of filled pauses at clause and discourse boundaries corresponded to the boundary strengths. However, the rate of filled pauses at sentence
boundaries was not significantly different from the rates at clause boundaries. Regarding the rate of conjunctions, a one-way repeated measures ANOVA showed a significant effect of boundary type, \( F(3, 69) = 90.49, p < .001 \). Paired comparisons (alpha adjusted by Bonferroni) revealed that the stronger the boundary, the higher the rate of conjunctions. The rate at E type boundaries was significantly higher than the rate at any other type of boundaries, B vs. E: \( t(23) = 14.18, p < .001 \); C vs. E: \( t(23) = 11.64, p < .001 \); D vs. E: \( t(23) = 5.63, p < .001 \). The rate at D type boundaries was significantly higher than the rates at C type and B type boundaries, B vs. D: \( t(23) = 8.81, p < .001 \); C vs. D: \( t(23) = 4.98, p < .001 \). The rate at C type boundaries was significantly higher than the rates at B type boundaries, \( t(23) = 7.37, p < .001 \). The rate of conjunctions more clearly corresponded to the boundary strengths than the rate of filled pauses did.

![Figure 2: The rate of boundaries with filled pauses (FP) and with conjunctions](image)

### 3.2. The duration of silent pauses

Figure 3 illustrates the durations of silent pauses when there was neither filled pause nor conjunction (the left bar at each boundary type) and when there was a filled pause (the right bar). A two-way repeated measures ANOVA (boundary type * with or without filled pause) showed a main effect of boundary type, \( F(3, 42) = 10.44, p < .001 \). There was no significant main effect of with or without filled pause condition, \( F(1, 14) = 2.47, p = .14 \). There was no significant interaction between the two factors either, \( F(3, 42) = .940, p = .05 \).

Paired comparisons (alpha adjusted by Bonferroni) revealed that the silent pause durations at E type boundaries were significantly longer than the durations at C type boundaries, \( t(15) = 3.08, p < .05 \). There was no significant difference either between C type and D type or D type and E type boundaries, C vs. D: \( t(15) = 1.71, p = .32 \); D vs. E: \( t(15) = 1.91, p = .23 \).

![Figure 3: The duration of silent pauses with and without filled pauses followed at four types of boundaries](image)

### 3.3. The durations of filled pauses and conjunctions

Table 3 illustrates the durations of filled pauses at four types of boundaries. A one-way repeated measures ANOVA showed a significant effect of boundary type, \( F(3, 57) = 3.96, p = .06 \), although the filled pauses at E type boundaries tended to be longer than the others.

As the rate of conjunctions at B type boundaries was low (1%), we excluded them from the analysis and compared the durations of conjunctions at the other three boundary types.
Table 4 shows the mean durations of conjunctions at three types of boundaries. A one-way repeated measures ANOVA showed no significant effect of boundary type, \( F(2, 38) = 2.18, p = .13 \).

Table 3: The duration of filled pauses at four types of boundaries

<table>
<thead>
<tr>
<th>Boundary type</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filled pause (ms)</td>
<td>274</td>
<td>248</td>
<td>278</td>
<td>804</td>
</tr>
</tbody>
</table>

Table 4: The duration of conjunctions at three types of boundaries

<table>
<thead>
<tr>
<th>Boundary type</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conjunction (ms)</td>
<td>211</td>
<td>160</td>
<td>226</td>
</tr>
</tbody>
</table>

4. Discussion

The rates of filled pauses and conjunctions both corresponded to the boundary strengths. However, the conjunction rates showed clearer correspondence to the boundary strengths than the filler rates. The filler rate at D type boundaries was not as high as expected from its boundary strength. Linguistic cues (conjunctions) rather than prosodic cues (filled pauses) seem to play a more significant role in signalling boundary strengths.

The duration of silent pauses corresponded to boundary strengths. The stronger the boundary, the longer the silent pauses tended to be. This finding is consistent with [4]. However, silent pauses at D type boundaries were not significantly longer than the pauses at clause boundaries. It is possible that weak sentence boundaries are not much stronger than C type clause boundaries in terms of the content of speech.

The durations of filled pauses showed no correspondence to boundary strengths except for the case with E type boundaries. Filled pauses at E type boundaries tended to be longer than the others. Once filled pauses are uttered, their durations may be affected by factors other than the boundary strength itself. The degree of planning difficulties of the following parts of speech can be one of the factors.

Research on Dutch filled pauses showed that the F0 values of filled pauses tended to be higher at stronger boundaries than at weaker boundaries, although their durations did not significantly differ between the two boundary types. Differences may be found in F0 values of filled pauses or conjunctions according to boundary strengths in Japanese as well as in Dutch.

5. Conclusions

We investigated the correspondence between boundary strengths and some linguistic and prosodic features at syntactic and discourse boundaries in Japanese spontaneous monologues. The rate of filled pauses and conjunctions as well as the silent pause durations corresponded to boundary strengths. Therefore, they can be cues to boundary strengths. However, the durations of filled pauses and conjunctions hardly showed any correspondence to boundary strengths.

As a next step, we plan to investigate the F0 values of filled pauses and conjunctions at four types of boundaries. We also plan to examine the correspondence between the prosodic features of boundaries and the complexity of the following speech.
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