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Abstract
This paper presents a new feature compensation approach to noisy speech recognition by using high-order vector Taylor series (HOVTS) approximation of an explicit model of environmental distortions. Formulations for maximum likelihood (ML) estimation of noise model parameters and minimum mean-squared error (MMSE) estimation of clean speech are derived. Experimental results on Aurora2 database demonstrate that the proposed approach achieves consistently significant improvement in recognition accuracy compared to traditional first-order VTS based feature compensation approach.

Index Terms— robust speech recognition, feature compensation, vector Taylor series, distortion model.

1. Introduction
Most of current automatic speech recognition (ASR) systems use MFCCs (Mel-Frequency Cepstral Coefficients) and their derivatives as speech features, and a set of Gaussian mixture continuous density HMMs (CDHMMs) for modeling basic speech units. It is well known that the performance of such an ASR system trained with clean speech will degrade significantly when the testing speech is distorted by additive noises. How to achieve the noise robustness has been an important research topic in ASR field. Among many approaches proposed previously, one type of approaches is the so-called feature compensation approach based on HOVTS approximation. In this paper, we extend the work in [7] in the following ways: 1) the nonlinear distortion function can be approximated by HOVTS with any order, 2) the required sufficient statistics are derived for estimating both noise model parameters and clean speech feature vector. In comparison with the work in [3], correlations among different channels of filterbank can be considered by our approach.

The rest of the paper is organized as follows. In Section 2, we give an overview of the general formulation of our feature compensation approach. In Section 3, we present the detailed formulation of how to calculate the required sufficient statistics based on HOVTS approximation. In Section 4, we report experimental results and finally we conclude the paper in Section 5.

2. Our Feature Compensation Approach
The flowchart of our feature compensation approach is illustrated in Fig. 1. In the training stage, a Gaussian mixture model (GMM), \(p(x) = \sum_{m=1}^{M} \omega_m N(x; \mu_{x,m}, \Sigma_{x,m})\), is trained from clean speech using MFCC features without cepstral mean normalization (CMN), where \(\omega_m, \Sigma_{x,m}, \) and \(\mu_{x,m}\) are mean vector, diagonal covariance matrix and mixture weight of the \(m\)th component, respectively. The relevant model parameters can be transformed from cepstral domain to log-power-spectral domain for later use as follows:

\[
\begin{align*}
\mu_{k,m} & = C^+ \mu_{x,m} \\
\Sigma_{k,m} & = C^+ \Sigma_{x,m} (C^+)^\top
\end{align*}
\]

where \(C^+\) is the Moore-Penrose inverse of the discrete cosine transform (DCT) matrix \(C\), the superscript ‘\(^t\)’ and ‘\(^c\)’ indicate the log-power-spectral domain and cepstral domain, respectively.

Let’s assume that for each sentence, the noise feature vector \(n\) in cepstral domain follows a Gaussian PDF (probability density function) with a mean vector \(\mu_n\) and a diagonal covariance matrix \(\Sigma_n\), which can be estimated in the recognition stage as follows:

There are also efforts in using high-order VTS (HOVTS) to improve the above first-order VTS approximation. In [3], the above nonlinear distortion function is first expanded using HOVTS. Then a linear function is found to approximate the above HOVTS by minimizing the mean-squared error incurred by this approximation. Given the linear function, the remaining inference is the same as in using the traditional first-order VTS to approximate the nonlinear distortion function directly. In [7], the above nonlinear distortion function is approximated by a second-order VTS. Using this relation, the mean vector of the relevant noisy speech feature vector can be derived, which naturally includes a term related to the second-order term in HOVTS. In this paper, we extend the work in [7] in the following ways: 1) the nonlinear distortion function can be approximated by HOVTS with any order, 2) the required sufficient statistics are derived for estimating both noise model parameters and clean speech feature vector. In comparison with the work in [3], correlations among different channels of filterbank can be considered by our approach.
Figure 1: Flowchart of our feature compensation approach.

Step 1: Initialization:
We first estimate the initial noise model parameters in cepstral domain by simply taking the sample mean and covariance of the MFCC features from the first several (10 in our experiments) frames of the unknown utterance.

Step 2: Transform noise model parameters from cepstral domain to log-power-spectral domain as follows:
\[
\mu_n^l = C^+ \mu_n^c \\
\Sigma_n^l = C^+ \Sigma_n^c (C^+)\top 
\]

Step 3: In log-power-spectral domain, use HOVTS approximation to calculate, as described in next section, the relevant statistics, \(\mu_{y,m}^l, \Sigma_{y,m}^l, \Sigma_{x,y,m}^l, \Sigma_{x,y}^l, \Sigma_{y,m}^l, \) which are required for noise re-estimation and clean speech estimation.

Step 4: Transform the above statistics back to cepstral domain as follows:
\[
\mu_{y,m}^c = C \mu_{y,m}^l \\
\Sigma_{y,m}^c = C \Sigma_{y,m}^l (C)\top \\
\Sigma_{x,y,m}^c = C \Sigma_{x,y,m}^l (C)\top \\
\Sigma_{x,y}^c = C \Sigma_{x,y}^l (C)\top \\
\Sigma_{y,m}^c = C \Sigma_{y,m}^l (C)\top .
\]

Step 5: Use the following updating formulas (e.g., [6, 4]) to re-estimate the noise model parameters:
\[
\Pi_n = \frac{\sum_{l=1}^{T} \sum_{m=1}^{M} P(m|y_l) E_n[n_l|y_l, m]}{\sum_{l=1}^{T} \sum_{m=1}^{M} P(m|y_l)} \tag{11}
\]
\[
\Sigma_n = \frac{\sum_{l=1}^{T} \sum_{m=1}^{M} P(m|y_l) E_n[n_l | y_l, m]}{\sum_{l=1}^{T} \sum_{m=1}^{M} P(m|y_l)} - \Pi_n \Sigma_n \Pi_n \tag{12}
\]
where
\[
P(m|y_l) = \frac{\omega_m P_y(y_l|m)}{\sum_{l=1}^{L} \omega_l P_y(y_l|m)}.
\]

In the above equations, we have dropped the cepstral domain indicator “\(c\)” in relevant variables for notational convenience. Furthermore, \(P_y(y_l|m)\) is the PDF of the noisy speech \(y_l\) for the \(m^{th}\) component of the mixture of densities for the compensated noisy speech, which is approximated by a Gaussian PDF, \(\mathcal{N}(y_l; \mu_y, m, \Sigma_y, m)\), via “moment-matching”. \(E_n[n_l|y_l, m]\) and \(E_n[n_l, n_l|y_l, m]\) are the relevant conditional expectations evaluated as follows:
\[
E_n[n_l | y_l, m] = \mu_n + \Sigma_{ny,m}^{-1} \Sigma_{y,m}^{-1} (y_l - \mu_y, m) \tag{14}
\]
\[
E_n[n_l, n_l | y_l, m] = E_n[n_l | y_l, m] E_n[n_l | y_l, m] + \Sigma_{n} - \Sigma_{ny,m}^{-1} \Sigma_{y,n} \Sigma_{y,m}^{-1} \tag{15}
\]

Step 6: Repeat Step 2 to Step 5 several times.

Given the noisy speech and noise estimation, the minimum mean-squared error (MMSE) estimation of clean speech feature vector in cepstral domain can be calculated as
\[
x_t = E_x \{ x_t | y_t \} = \sum_{m=1}^{M} P(m|y_t) E_x \{ x_t | y_t, m \} \tag{16}
\]
where \(E_x \{ x_t | y_t, m \}\) is the conditional expectation of \(x_t\) given \(y_t\) for the \(m^{th}\) mixture component and can be evaluated as follows:
\[
E_x \{ x_t | y_t, m \} = \mu_{x,m} + \Sigma_{x,y,m}^{-1} \Sigma_{y,m}^{-1} (y_t - \mu_y, m). \tag{17}
\]

The other modules in Fig. 1 are self-explained.

In next section, we elaborate on how to calculate the required statistics, \(\mu_{y,m}^l, \Sigma_{y,m}^l, \Sigma_{x,y,m}^l, \Sigma_{x,y}^l, \Sigma_{y,m}^l,\) using HOVTS approximation of the nonlinear distortion function in Eq. (2). For notational convenience, we drop hereinafter the indices related to the frame number, mixture component, and channel index of the filterbank without causing confusions.

3. Computation of Required Statistics

The explicit distortion model in Eq. (2) is reformulated in the scalar form as follows:
\[
y = f(x, n) = \log(\exp(x) + \exp(n)). \tag{18}\]

Then the \(K\)-order Taylor series of \(f(x, n)\) with the expansion point \((\mu_x, \mu_n)\) can be represented as
\[
f_K(x, n) = \sum_{k=0}^{K} \frac{1}{k!} \left( x - \mu_x \right)^k \frac{\partial^k f(x, n)}{\partial x^k} (\mu_x, \mu_n) \tag{19}\]
where
\[
A(k, r) = \frac{1}{r!(K-r)!} \frac{\partial^k f(x, n)}{\partial x^k \partial n^r} (\mu_x, \mu_n) \tag{20}\]
and
\[
\frac{\partial^k f(x, n)}{\partial x^{k-r} \partial n^r} = \begin{cases} 
\log(\exp(\mu_x) + \exp(\mu_n)), & k = 0, r = 0 \\
1 - \frac{1}{1 + \exp(\mu_x - \mu_n)}, & k = 1, r = 1 \\
\frac{1}{1 + \exp(\mu_x - \mu_n)}, & k = 1, r = 0 \end{cases} \quad (21)
\]

When \( k > 1 \) and \( p \geq 1 \), the coefficients \( B(k, p) \) in Eq. (21) can be evaluated by using the following recursive relation

\[
B(k, p) = (p - 1)B(k - 1, p - 1) - pB(k - 1, p) \quad (22)
\]

with the initial condition

\[
B(1, 1) = -1, \quad B(k, 0) = B(k, k + 1) = 0, \quad k \geq 1. \quad (23)
\]

For convenience, we also define the following expectations:

\[
E_{x_n}^g [g(x, n)] = \int \int g(x^i, n^i)p_{x_n}(x^i, n^i)dx^i dn^i \quad (24)
\]

\[
E_{x_n}^{ij} [g(x, n), h(x, n)] = \int \int \int \int g(x^i, n^i)h(x^j, n^j) p_{x_n}(x^j, x^i, n^j, n^i) dx^i dx^j dn^i dn^j \quad (25)
\]

where \( g(x^i, n^i) \) and \( h(x^j, n^j) \) are two general functions, \( i \) and \( j \) are dimensional indices.

Given the above notations and results, we summarize in the following subsections the main statistics required in implementing our feature compensation approach.

3.1. Calculating \( \mu_y(i) \)

Let’s use \( \mu_y(i) \) to denote the \( i \)th element of the vector \( \mu_y \). Using the definition of the mean parameter, we have

\[
\mu_y(i) = E_{x_n}^y [f_k(x, n)] = \sum_{k=0}^{k} \sum_{r=0}^{r} A'(k, r)E_{x_n}^2[(x - \mu_x)^{k-r}(n - \mu_n)^r] \]

\[
= \sum_{k=0}^{K} \sum_{r=0}^{r} A'(k, r)M^\Delta_k(k - r) \quad (26)
\]

where

\[
M^\Delta_k(p) = \begin{cases} 
0, & \text{if } p \text{ is odd} \\
(p - 1)!!\sigma_n^2(i), & \text{otherwise} \end{cases} \quad (27)
\]

\( \Delta \) represents ‘x’ or ‘n’. \( A'(k, r) \) is the value of Eq. (20) for the \( r \)th dimension.

3.2. Calculating \( \sigma_n^2(i, j) \)

Let’s use \( \sigma_n^2(i, j) \) to denote the \( (i, j) \)th element of the matrix \( \Sigma_y \). Using the definition of the covariance, we have

\[
\sigma_n^2(i, j) = E_{x_n}^{ij} [f_K(x, n), f_K(x, n)] - \mu_y(i)\mu_y(j)
\]

\[
= \sum_{k=0}^{K} \sum_{r=0}^{r} \sum_{k'} \sum_{r'} A'(k_1, r_1)A'(k_2, r_2)M^\Delta_k(r_1, r_2)M^\Delta_{k'}(k_1 - r_1, k_2 - r_2) - \mu_y(i)\mu_y(j) \quad (28)
\]

where

\[
M^\Delta_k(p, q) = \begin{cases} 
0, & \text{if } p + q \text{ is odd} \\
pq!2^{-p+q} \sum_{p-1 \leq q \leq \min(p, q)} \frac{p!}{n^p} \frac{q!}{n^q} \sigma_n^2(i, j) \sigma_n^2(j, i), & \text{otherwise} \end{cases} \quad (29)
\]

3.3. Calculating \( \sigma_x^2(i, j) \)

Let’s use \( \sigma_x^2(i, j) \) to denote the \( (i, j) \)th element of the matrix \( \Sigma_x \). Using the definition of the covariance parameter, we have

\[
\sigma_x^2(i, j) = E_{x_n}^{ij} [(x - \mu_x), (y - \mu_y)]
\]

\[
= \sum_{k=0}^{K} \sum_{r=0}^{r} A'(k, r)M^\Delta_k(1, k - r) \quad (30)
\]

3.4. Calculating \( \sigma_n^2(i, j) \)

Let’s use \( \sigma_n^2(i, j) \) to denote the \( (i, j) \)th element of the matrix \( \Sigma_n \). Using the definition of the covariance parameter, we have

\[
\sigma_n^2(i, j) = E_{x_n}^{ij} [(n - \mu_n), (y - \mu_y)]
\]

\[
= \sum_{k=0}^{K} \sum_{r=0}^{r} A'(k, r)M^\Delta_k(1, r)M^\Delta_k(k - r) \quad (31)
\]

4. Experiments and Results

4.1. Experimental Setup

In order to verify the effectiveness of the proposed approach, a series of experiments are performed for the task of speaker independent recognition of connected digit strings on Aurora2 database. A full description of the Aurora2 database and a test framework is given in [1].

In our ASR systems, the feature vector we used consists of 13 MFCCs (including \( C_0 \)) plus their first and second order derivatives. The number of Mel-frequency filter banks is 23. MFCCs are computed based on power spectrum. Each digit is modeled by a whole-word left-to-right CDHMM, which consists of 16 emitting states, each having 3 Gaussian mixture components. The mixture number of clean-speech GMM for feature compensation is 256. “Clean-training” is used. Our baseline systems refer to the ones with CMN but no other feature compensation applied.

4.2. Experimental Results

Table 1 summarizes a performance (word accuracy in %) comparison of the baseline system and several robust ASR systems using HOVTS-based feature compensation for cases of using first 10 frames to estimate noise model parameters (referred to as “NO”), and using ML noise re-estimation (four EM iterations, referred to as “YES”). The performance is averaged over SNRs between 0dB and 20dB on test Set A, Set B and Set C respectively. Several observations can be made. First, all the robust systems using HOVTS-based feature compensation outperform the “Baseline” system. Second, all the feature compensation methods using noise re-estimation perform better than those without noise re-estimation. Third, “VTS(3)” performs better than “VTS(2)”, and “VTS(2)” outperforms “VTS(1)”. 
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Table 1: Performance (word accuracy in %) comparison of the baseline system and several robust ASR systems using HOVTS-based feature compensation, averaged over SNRs between 0dB and 20dB across all noise conditions on three different test sets of Aurora2 database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Set A</th>
<th>Set B</th>
<th>Set C</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clean</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>66.55</td>
<td>71.57</td>
<td>67.43</td>
<td>68.74</td>
</tr>
<tr>
<td><strong>NO</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VTS(1)</td>
<td>85.10</td>
<td>85.38</td>
<td>82.80</td>
<td>84.75</td>
</tr>
<tr>
<td>VTS(2)</td>
<td>84.77</td>
<td>86.27</td>
<td>83.70</td>
<td>85.55</td>
</tr>
<tr>
<td>VTS(3)</td>
<td>86.06</td>
<td>86.90</td>
<td>84.84</td>
<td>86.41</td>
</tr>
<tr>
<td><strong>YES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VTS(1)</td>
<td>86.24</td>
<td>86.52</td>
<td>83.86</td>
<td>85.88</td>
</tr>
<tr>
<td>VTS(2)</td>
<td>86.90</td>
<td>87.19</td>
<td>84.57</td>
<td>86.55</td>
</tr>
<tr>
<td>VTS(3)</td>
<td>87.66</td>
<td>87.80</td>
<td>85.19</td>
<td>87.22</td>
</tr>
</tbody>
</table>

Table 2: Performance (word accuracy in %) comparison of several methods averaged over three test sets of Aurora2 database at each SNR.

<table>
<thead>
<tr>
<th>Methods</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
<th>15dB</th>
<th>20dB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td>24.64</td>
<td>49.33</td>
<td>79.57</td>
<td>93.04</td>
<td>97.10</td>
</tr>
<tr>
<td><strong>NO</strong></td>
<td>VTS(1)</td>
<td>56.92</td>
<td>80.92</td>
<td>91.95</td>
<td>96.20</td>
</tr>
<tr>
<td></td>
<td>VTS(2)</td>
<td>57.89</td>
<td>82.10</td>
<td>92.91</td>
<td>96.74</td>
</tr>
<tr>
<td></td>
<td>VTS(3)</td>
<td>59.88</td>
<td>83.56</td>
<td>93.47</td>
<td>96.94</td>
</tr>
<tr>
<td><strong>YES</strong></td>
<td>VTS(1)</td>
<td>58.83</td>
<td>82.82</td>
<td>92.99</td>
<td>96.72</td>
</tr>
<tr>
<td></td>
<td>VTS(2)</td>
<td>60.33</td>
<td>83.67</td>
<td>93.56</td>
<td>96.92</td>
</tr>
<tr>
<td></td>
<td>VTS(3)</td>
<td>62.12</td>
<td>84.63</td>
<td>93.92</td>
<td>97.08</td>
</tr>
</tbody>
</table>

Table 3: Detailed results of VTS(3)-based feature compensation using noise reestimation on Aurora2 database.

<table>
<thead>
<tr>
<th>Clean Training - Results</th>
<th>Set A</th>
<th>Set B</th>
<th>Set C</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean Training - Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subway</td>
<td>98.93</td>
<td>99.21</td>
<td>99.05</td>
<td>99.07</td>
</tr>
<tr>
<td>Babble</td>
<td>96.41</td>
<td>97.22</td>
<td>98.00</td>
<td>96.85</td>
</tr>
<tr>
<td>Car</td>
<td>93.28</td>
<td>93.86</td>
<td>95.74</td>
<td>93.61</td>
</tr>
<tr>
<td>Exhibition</td>
<td>85.78</td>
<td>83.25</td>
<td>88.55</td>
<td>84.23</td>
</tr>
<tr>
<td>Restaurant</td>
<td>65.89</td>
<td>56.29</td>
<td>66.00</td>
<td>64.52</td>
</tr>
<tr>
<td>Airport</td>
<td>31.78</td>
<td>21.49</td>
<td>25.08</td>
<td>32.49</td>
</tr>
<tr>
<td>Station</td>
<td>88.47</td>
<td>66.55</td>
<td>85.10</td>
<td>92.99</td>
</tr>
<tr>
<td>Subway M</td>
<td>99.18</td>
<td>99.24</td>
<td>99.29</td>
<td>99.07</td>
</tr>
<tr>
<td>Street M</td>
<td>96.58</td>
<td>96.58</td>
<td>97.08</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>96.58</td>
<td>98.93</td>
<td>58.83</td>
<td>97.81</td>
</tr>
</tbody>
</table>

5. Summary and Future Work

In this paper, we have proposed a feature compensation approach using high-order vector Taylor series (HOVTS) approximation of an explicit distortion model. Its effectiveness has been confirmed in an experimental study on both Aurora2 and Aurora3 databases, but only experimental results on Aurora2 are reported in this paper due to the page limit. Ongoing and future works include:

- to explore irrelevant variability normalization (IVN) based HMM training using HOVTS,
- to apply the similar idea to speech enhancement.

We will report those results elsewhere when they become available.
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