Abstract

Shifted delta cepstral (SDC) features, obtained by concatenating delta cepstral features across multiple speech frames, were recently reported to produce superior performance to delta cepstral features in language and speaker recognition systems. In this paper, the use of SDC features in a speaker verification experiment is reported. Mutual information between SDC features and identity of a speaker is used to select the best set of SDC parameters. The experiment evaluates robustness of the best SDC features due to channel and handset mismatch in speaker verification. The result reflects an EER relative reduction until 19% in a speaker verification experiment.
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1. Introduction

As a biometric user authentication method, voice is a behavioral characteristic that is not considered threatening or intrusive by users. The goal of speaker recognition is to extract, characterize, and recognize the information in the voice signal conveying speaker identity [1].

Telephony is the main modality of biometric speaker recognition, since it is a domain with ubiquitous existing hardware where no other biometric can be used and does not need for special transducers to be installed. Although adverse acoustic conditions, telephone band limitation and channel and handset variability represent significant challenges.

This work uses a new dynamic cepstral features in speaker recognition -Shifted Delta Cepstral (SDC) features- and evaluates its robustness in front of channel and handset mismatch, typical in remote speaker verification. SDC features, obtained by concatenating delta cepstral features computed across multiple frames of speech, were first reported by Torres-Carrasquillo et al. [2] to produce superior performance to delta features in language recognition. More recently, the authors [3] report a superior performance of one SDC feature set, respect to delta features in speaker verification under mismatch conditions.

Mutual Information (MI) has been recently used in speaker verification as a feature selection technique [4, 5]. In this paper, the authors propose its use to select the better set of SDC parameters, evaluating the MI between the SDC features and the identity of speakers, and selecting those SDC features with better MI, to explore their robustness in front of channel and handset mismatch in a text prompted speaker verification experiment, using telephone balanced phrases from NIST 2001 Ahumada database [6].

Then, for each c coefficient, k different Δ features, spaced P frames, are stacked to form a SDC (c, D, P, k) vector, for each frame t as is illustrated in Figure 1.

![Figure 1: Computation of SDC feature vector for each cepstral coefficient](image)

So, the SDC feature for each c coefficient at frame time t, does not require extra computational cost and is given by the concatenation, from i = 0 to k - 1 blocks of all the Δc(t+iP):

$$SDC(c, D, P, k) = \Delta c(t), \Delta c(t+P), \ldots, \Delta c(t+(k-1)P)$$

(2)
2.1 Combinations of SDC parameters

SDC computation is controlled by four parameters \( (N, D, P, k) \), each one has its influence in the vector dimensionality, computational cost and pseudo-prosodic behavior of the SDC:

- \( N \): establish the number of cepstral coefficients in each cepstral vector; in conjunction with \( k \), determine the vector dimensionality.
- \( D \): time advance and delay for the delta computation in the equation 1, determine the time width of the generalized spectral slope and the computational cost.
- \( P \): time shift between consecutive frames, establish, in conjunction with \( D \), the overlapped number of frames of SDC vector, as \( D \) increases, is necessary a greater value of \( P \) to avoid the overlap of the frames. It doesn’t affect the computational cost or the vector dimensionality.
- \( k \): number of frames whose \( \Delta \) features are concatenated to form the SDC vector; determine the pseudo-prosodic behavior of the SDC feature, and in conjunction con \( N \), the dimensionality of the vector. It doesn’t affect the computational cost.

2.2 Front end processing

All speech material is quantized at 16 bits, at 8000 Hz sample rate; it is pre-emphasized with a factor of 0.97, and an energy based silence removal scheme is used. 12 MFCC + \( \Delta \) vectors are obtained every 20 ms; CMV normalization is applied to reduce the influence of mismatch between training and testing acoustic conditions in a telephone environment.

To obtain the \( \Delta \) feature, equation 1 is used with \( h_{ij} = 1 \). The SDC \( (12, P, D, k) \) feature vectors are obtained by the concatenation of \( \Delta \) features, as explained above. So, the dimensionality of the MFCC + \( \Delta \) vector will be 24, and the dimensionality of SDC vector will be determined by \( kn \), being 24, 36 and 48 for \( k = 2, 3 \) and 4, respectively.

The feature vectors, evaluated in the experiment were:
- MFCC + \( \Delta \) vectors with \( d=2 \) and 3, as a baseline.
- SDC \((12, P, D, k)\) vectors with a combination of:
  - \( P=1, 2, 3, 4 \), and 5
  - \( D=2 \) and 3
  - \( k=2, 3, \) and 4

2.3 Ahumada database

To evaluate the MI of the SDC features and its performance in front of handset and channel mismatch in speaker verification, NIST2001 Ahumada database was used [6]. Phonologically and syllabically balanced phrases, of 8 to 10 word length each, were used as the speech sample set. Telephone sessions T1 and T3 were used to guarantee a real evaluation of SDC features in front to channel and handset mismatch. In each telephone sessions, conventional telephone line was used.

3. Mutual information

Mutual Information (MI) between two discrete random variables \( Y \) and \( X \) is denoted as:

\[
MI(X;Y) = H(X) - H(X/Y)
\]

where \( H(X) \) is the unconditional entropy of \( X \) and \( H(X/Y) \) is the mean conditional entropy of \( X \) given \( Y \) [7]. MI measures how much knowing one of the variables reduces the uncertainty about the other.

In speaker recognition, a speech waveform generated for a speaker \( S \) is used to determine his/her identity: for each frame of speech, an independent feature vector \( x_i \) is obtained using some feature extraction method, the feature vector sequence \( X=[x_1,x_2,x_3, ..., x_d] \) is fed to a classifier to obtain a model \( \lambda_S \), which classifies the speaker \( S \). MI between a speaker \( S \) – represented by \( \lambda_S \) – and a feature vector \( X \), obtained from his/her speech, measures how much knowing of \( X \) reduces the uncertainty about the identity of the speaker \( S \):

\[
MI\left(S;\ X\right) = H\left(S\right) - H\left(S\mid X\right)
\]

Where the unconditional entropy of the speaker set is:

\[
H(S) = -\sum_{s \in S} p(S) \log p(S)
\]

if \( p(S) = 1/N \) then \( H(S) = \log N \).

The mean conditional entropy of the speaker set due all feature vectors is:

\[
H(S\mid X) = -\sum_{i=1}^{d} p(X_i) \sum_{s \in S} p(S\mid X) \log p(S\mid X_i)
\]

The unconditional entropy of the speaker set (equation 5) depends only on the classes \( S \) and does not depend on the feature vector \( X \), providing an upper bound of the mutual information \( MI\left(S;\ X\right) \). The mean conditional entropy of the speaker set \( S \) due the feature vector \( X \) (equation 6) can be interpreted as the decrease in the uncertainty of the speaker’s identity; with a higher dependence between \( X \) and \( S \), the knowing of \( X \) reduces the uncertainty about the identity of the speaker \( S \), so \( H(S\mid X) \to 0 \), and there is a higher certainty in classifying a speaker given its feature vector, and \( MI(S;X) \to H(S) \).

3.1 The conditional probability density function.

To obtain a good representation of the conditional pdf of the speaker \( S \) given the correspondent feature vector \( X \), the use of a well known Gaussian Mixture Modeling (GMM) [8] is proposed. For a set of \( N \) known speakers \( \lambda_{i} \) modeled by their GMMs \( \lambda_{1}, \lambda_{2}, ..., \lambda_{N} \), the a posteriori probability of classify each known speaker \( \lambda_{i} \) due an unknown feature vector \( X \) is:

\[
p(\lambda_{i} \mid X) = \frac{p(X \mid \lambda_{i})}{p(X)}
\]

This paper evaluates the MI between the identity of each speaker \( \lambda_{i} \) and the MFCC + \( \Delta \) and SDC feature vector \( X \), obtained from his respective speech, using a speaker recognition experiment. In order to obtain the maximum conditional pdf of each speaker \( \lambda_{i} \), the train vectors sequence \( X \) used to classify the speaker, must be the same used as test vectors sequence. It insures minimum uncertainty of \( S \) due \( X \), and minimum conditional entropy \( H(S\mid X) \), so \( MI(S;X) \to H(S) \).

3.2 Mutual Information of feature vectors.

Samples were obtained from a set of 50 speakers in session T1, concatenating the ten balanced phrases of each one of them, obtaining speech samples of about 40 sec. each. MFCC + \( \Delta \) and SDC feature vectors were obtained as explained in section 2.2 and were used to obtain GMMs \( \lambda_{i} \) models for each speaker. With the same MFCC + \( \Delta \) and SDC vectors, now used as test vectors, were obtained the respective conditional pdf (equation 7) of occurrence of each speaker.

For each one of the feature vectors mentioned in section 2.2, a matrix of 50 models \( \lambda_{i} \) versus 50 unknown vectors \( X_i \) was obtained, each one of the elements of the matrix contains the conditional pdf of each speaker \( \lambda_{i} \) respect to each feature vector sequence \( X_i \) as shown in Table 1.
Table 1. Matrix with the conditional pdfs.

<table>
<thead>
<tr>
<th>Spkr Model</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>$X_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$p(S_1 / X_1)$</td>
<td>$p(S_1 / X_2)$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>$p(S_1 / X_{50})$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$p(S_2 / X_1)$</td>
<td>$p(S_2 / X_2)$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>$p(S_2 / X_{50})$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$S_{50}$</td>
<td>$p(S_{50} / X_1)$</td>
<td>$p(S_{50} / X_2)$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>$p(S_{50} / X_{50})$</td>
</tr>
</tbody>
</table>

The mean conditional entropy \( H(S/X) \) of the 50 speakers due the vectors $X_i$ was obtained evaluating equation 6 for columns in Table 1. Considering a normal distribution of occurrence of each feature vector, then $p(X_i) = 1/50$.

The evaluation of the MI (equation 4) for each feature vector mentioned in section 2.2, is shown in Table 2, noting that the parameter $k=1$ represents the MFCC + Δ vector. Taking into account that each speaker $S$ is randomly selected with uniform probability from a set of 50 speakers, so $p(S) = 1/50$.

$$H(S)=\log 50=3.91.$$ 

Table 2. Evaluation of Mutual Information of SDC feature vectors for each combinations of $D$, $P$ and $k$. 

<table>
<thead>
<tr>
<th>$D$</th>
<th>$P$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.48</td>
<td>0.27</td>
<td>0.62</td>
<td>1.17</td>
<td>0.54</td>
<td>0.44</td>
<td>0.87</td>
<td>1.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.48</td>
<td>0.26</td>
<td>0.61</td>
<td>0.99</td>
<td>0.54</td>
<td>0.40</td>
<td>0.84</td>
<td>1.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.48</td>
<td>0.28</td>
<td>0.61</td>
<td>0.99</td>
<td>0.54</td>
<td>0.40</td>
<td>0.84</td>
<td>1.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.48</td>
<td>0.24</td>
<td>0.45</td>
<td>0.65</td>
<td>0.54</td>
<td>0.39</td>
<td>0.84</td>
<td>1.24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These previous results reflect that:

- $MI$ is directly correlated with the width of $D$ and the number $k$ of concatenated Δ frames.
- SDC feature vectors with $k=2$ present worst $MI$ than correspondent MFCC + Δ feature vectors.
- SDC feature vectors with combinations $(12,2,P,3)$, $(12,2,P,4)$, $(12,3,P,3)$, and $(12,3,P,4)$ has better $MI$ than correspondent MFCC + Δ feature vectors.

Last conclusion carries us to select these SDC vectors for their evaluation in a speaker verification experiment.

### 4. Speaker verification experiment

An evaluation of previous results was done in a speaker verification experiment using a GMM/UBM classifier [9], trained and tested with the ten balanced phrases. As models of experiment, previous models $A_k$ were used. To evaluate the performance of MFCC + Δ and selected SDC feature vectors in front of channel/handset mismatch, test samples were obtained now from each one of the ten phrases of the speakers, but in session T3 (about 4 sec. of speech each). All 50 speakers were used as targets for their corresponding models and as impostors for the rest of models, so were obtained 500 target and 24500 impostors. Ten balanced phrases of other 50 speakers in session T1 were used to train the UBM.

This experiment was done with MFCC + Δ feature vectors with $D = 2$ and 3 as baseline, and SDC feature vectors with parameter combinations $(12,2,P,3)$, $(12,2,P,4)$, $(12,3,P,3)$ and $(12,3,P,4)$. An experiment using SDC vectors with $k=2$ was done with bad EER results, compared with MFCC + Δ vector baseline, so, it was discarded in this paper.

Evaluation of the speaker verification results was performed using DET curve [10], shown in Fig. 2, 3, 4 and 5 respectively:
Table 3 shows the EER results; taking into account that EER for MFCC + Δ vector baseline were, for $D=2$, 14.4, and for $D=3$, 13.1, columns identified as “%” reflect the relative EER reduction of previous SDC feature vector column respect to MFCC + Δ vector baseline EER result:

Table 3. EER results of speaker verification experiment

<table>
<thead>
<tr>
<th>$D$</th>
<th>$P$</th>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.4</td>
<td>12.4</td>
<td>12.2</td>
<td>12.3</td>
<td>6.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>13.7</td>
<td>4.8</td>
<td>11.8</td>
<td>18.1</td>
<td>5.3</td>
<td>11.4</td>
<td>12.9</td>
</tr>
<tr>
<td>4</td>
<td>13.2</td>
<td>8.3</td>
<td>12.3</td>
<td>14.6</td>
<td>8.8</td>
<td>10.6</td>
<td>19.0</td>
</tr>
<tr>
<td>5</td>
<td>13.9</td>
<td>7.4</td>
<td>13.6</td>
<td>5.5</td>
<td>11.7</td>
<td>10.6</td>
<td>11</td>
</tr>
</tbody>
</table>

DET curves and Table 3 reflect that:

- In general, SDC vectors reflect better EER than MFCC + Δ vector baseline, for any $D$, $P$, and $k$.
- Better results were obtained with SDC vectors with $k=4$, confirming the previous MI evaluation.
- Worst results were obtained with SDC vectors with $P=5$, indicating that the excessive time shift between consecutive Δ frames reduces or disappears the necessary overlap with the time frames of Δ calculation.
- The most interesting is referred to the better EER result obtained for each combination of $D$, $P$, and $k$ (gray cells in table 3). For each $D$ (time width of Δ) and $k$ (number of concatenated Δ frames) there was an optimal value of $P$ (time shift between consecutive Δ frames), where better EER result was obtained: if $D$ increases or $k$ decreases the better result was obtained with greater $P$.

5. Conclusion and future work

Speaker verification results in section 4 reflect that previous evaluation of $MI$ between the identity of each speaker and his speech feature vector in section 3.2, permitted us to select the better combination of SDC parameters in front of channel/handset mismatch in speaker verification. The SDC vector with combination $(12,2,2,4)$ reflects an EER relative reduction of 18 %, and SDC vector with combination $(12,3,3,4)$ reflects an EER relative reduction of 19%, both respect to MFCC + Δ vector baseline.

The adequate selection of SDC parameters set ($D$, $P$, $k$) is an important issue in any speaker recognition application, if we require less computational cost, the use of SDC $(12,2,2,4)$ is better, but if we require less dimensionality, the use of SDC $(12,3,4,3)$ is the better choice. The optimal relation between $D$ (time width of Δ), $k$ (number of concatenated Δ frames) and $P$ (time shift between consecutive Δ frames) related to the better EER, must be deeply explored.

In a previous work [11] the authors evaluate the pseudo-prosodic behavior of SDC features, using a combination SDC $(12,2,2,2)$, observing that SDC features reflect some correlation with prosodic features. The results presented in this work confirm that SDC features must be considered as an alternative to Δ features, without additional computational cost, in order to reduce the effects of channel/handset mismatch in speaker verification performance.

The results of this analysis and its experimental confirmation can be used to explore future applications of SDC feature of speech in speaker detection and tracking, taking into account its computational simplicity.
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