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Abstract

In this paper, we present state-of-the-art concept tagging results on a new corpus for Polish SLU. For this language, it is the first large-scale corpus (~200 different concepts) which has been semantically annotated and will be made publicly available. Conditional Random Fields have proven to lead to best results for string-to-string translation problems. Using this approach, we achieve a concept error rate of 22.6% on an evaluation corpus. To additionally extract attribute values, a combination of a statistical and a rule-based approach is used leading to a CER of 30.2%.
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1. Introduction

Spoken language understanding (SLU) is a well-known field of research concerning machine learning. Only in recent years, larger scale corpora collections for Polish have started, e.g. [1]. Unfortunately there are still very few speech corpora and they are not semantically annotated (cf. [2, 3]). Such corpora would allow us to use state-of-the-art data driven machine learning approaches.

In this paper, we present our recent experiments on the task of concept tagging using a newly created semantically annotated corpus in the domain of transportation information [4]. Concept tagging is usually defined as the segmentation and labeling of a given word sequence into smallest units of meaning, which may be task dependent. Additionally to this segmentation, so-called attribute values may be extracted from the segments, which reflect the most important information w.r.t. the concept. An example from the corpus is given in Figure 1. At the top, the original spoken word sequence is given, followed by the English translation to facilitate understanding. Afterwards, the XML-annotation is presented. Each concept is represented with one line starting with the chunk ID, followed by the word span, the attribute name and the corresponding attribute value.

In recent years, conditional random fields (CRFs) have attracted growing interest in the SLU community due to the closed mathematical framework and their properties [5]. Also for string-to-string translation tasks like transliteration or attribute name extraction, statistical models based on CRFs lead to state-of-the-art results [6, 7]. Thus, they are an effective approach to solve the tasks relevant for this paper, i.e. attribute name and value extraction.

The following section presents task and corpus chosen for this paper. Afterwards, the particularities of the Polish language which have to be kept in mind when dealing with statistical approaches to concept tagging are presented. In Section 3, our approach to tackle this task, namely conditional random fields, is presented. In the following two sections 4 and 5 our approaches to attribute name and value extraction are described. Section 6 presents our experimental findings. A conclusion is given in Section 7, which is followed by an outlook.

2. Corpus

The corpus of transportation information dialogues collected under the LUNA project is the first Polish corpus with semantically annotated speech data which will be publicly available (the corpus will be available together with its description in [8]).

2.1. Task Description

The chosen application domain is public city transport network, i.e. information about stops, routes, connections, timetables and fares. Possibility of getting this information using mobile while being on a street is a quite popular service. An extension of human operated service by a similar automatic one would lower its costs and ease the access. An important element of such a system would be automatic recognition of concepts addressed in user queries. To achieve this goal a domain ontology and a model for recognizing phrases which are natural language equivalents of concepts from the ontology had to be build.

The domain of public transport related information seeking dialogs contains several important subdomains: elements of Warsaw topology (streets, squares, important buildings, etc.), public transport network description (e.g. names of lines and stops, timetables, etc.), temporary changes of traffic rules (e.g.

Figure 1: An example of a word sequence annotated with attribute names and values. To facilitate understanding, the English translation is also given.
### Table 1: Quantitative characteristics of the collected corpus.

<table>
<thead>
<tr>
<th>Category</th>
<th># calls</th>
<th>avg. # user's words per call</th>
<th>vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routes</td>
<td>93</td>
<td>98</td>
<td>1975</td>
</tr>
<tr>
<td>Itinerary</td>
<td>140</td>
<td>96</td>
<td>2562</td>
</tr>
<tr>
<td>Schedule</td>
<td>111</td>
<td>61</td>
<td>1339</td>
</tr>
<tr>
<td>Stops</td>
<td>55</td>
<td>86</td>
<td>1332</td>
</tr>
<tr>
<td>Reduced fares</td>
<td>101</td>
<td>48</td>
<td>1735</td>
</tr>
<tr>
<td>Total</td>
<td>500</td>
<td>85</td>
<td>4130</td>
</tr>
</tbody>
</table>

- (jestem) na Polnej adj,fem,loc / Dąbrowskiego adj,masc,gen
  
- (iade) z Polnej adj,fem,loc / Dąbrowskiego adj,masc,gen

Figure 2: Examples for the complexity of Polish morphology.

For representing all types of information adequate for the domain, an ontology of 240 concepts was defined.

#### 2.2. Acquisition

The corpus of real human-human dialogues was collected during May 2007 at the Warsaw City Transportation information center where two to four persons typically answer 200-300 calls per day (most calls last from 1 to 2 minutes) [9]. At the end, 500 dialogues were chosen for the LUNA corpus. The dialogues were divided into five thematic groups (see Table 1). A detailed description of the acquisition procedure is given in [4]. The recorded dialogues were manually transcribed and then annotated on several levels - morphological, syntactic and semantic. In this paper, we address the semantic annotation consisting of concept labels. The number of NULL tokens refers on concept level to the number of times the “garbage” concept occurs in the respective part. This concept represents chunks of the turn without any semantic meaning relevant for the task. The number of NULL words is calculated by counting all words which are tagged with the NULL concept. These figures can in some way be compared to the silence ratio known from speech recognition, since this material does not contain information to discriminate between the interesting classes.

#### 3. Conditional Random Fields

Conditional Random Fields are discriminative log-linear models describing the probability of a sequence of output words $c_1^N$ based on a given sequence of input words $w_1^N$ [5]. They are normalized on the target sentence level $c_1^N$ and defined by a large set of real valued feature parameters $\lambda_m$. In CRFs, the feature functions $h_m(c_{n-1}, c_n, w_{n+1}^N)$ are providing the degrees of freedom to describe the training material $\{(c_1^N | w_1^N)\}^N$. In general, these feature functions do not need to be orthogonal.

Linear Chain Conditional Random Fields (CRFs) as defined in [5] are special CRFs expecting the output sentence $c_1^N$ to be ordered as a linear chain. They can be represented with equation 1:

$$p(c_1^N | w_1^N) = \frac{1}{Z} \prod_{n=1}^{N} \exp \left( \sum_{m=1}^{M} \lambda_m h_m(c_{n-1}, c_n, w_1^N) \right)$$

using

$$Z = \sum_{c_1^N} \prod_{n=1}^{N} \exp \left( \sum_{m=1}^{M} \lambda_m h_m(c_{n-1}, c_n, w_1^N) \right) .$$

Most publications describing applications of CRFs actually use linear chain CRFs.

In our experiments we use binary feature functions $h_m(c_{n-1}, c_n, w_1^N) \in \{0, 1\}$. If a pre-defined combination of several concepts describing time. In the phrases in Figure 2, we have three different concepts describing places: LOCATION, SOURCE and GOAL (STR is an abbreviation for street).
### 4. Attribute Name Extraction

Starting from the input sentence, e.g. from a phone call requesting for a timetable information, the first processing step is to find the location of content words in the input sentence and assign the corresponding attribute names, e.g. the bus number.

```
@Action[chciałam] @BUS[linię sto pięćdziesiat jeden] ... @Action[I would like] @BUS[line one hundred fifty one] ...
```

Since our modeling approach relies on a 1-to-1 mapping between word and attribute name sequence, the attribute names are usually broken down in start and continue tags, e.g. `start_bus`. Thus, it is ensured that the word sequence has the same length as the attribute name sequence.

```
start_Action[chciałam] start_bus:linię bus:sto bus:pięćdziesiat bus:jeden ...
```

In general during search CRFs permit an attribute name tag sequence `start_A A B`, which can not be seen in training, since it conflicts with the `start tag` rule. This problem can be solved by either interpreting a transition `A→B` as `A=start_B` or reducing the search space by all conflicting transitions like `A→B`. In our experiments we always obtain better results by interpreting a transition `A→B` as `A=start_B`.

### 5. Attribute Value Extraction

Knowing the location and the attribute name of content words given by the attribute name extraction, the next step is to extract normalized values for most of the attribute names, e.g. concerning the example from the previous subsection `Request or 151`:

```
@Action[Request] [chciałam] @BUS[151][linię sto pięćdziesiat jeden] ... @Action[Request] [I would like] @BUS[151][line one hundred fifty one] ...
```

The number of possible values varies highly between attribute names. For example, the attribute name `Reaction` can take either the value “Confirmation” or “Negation” and is triggered by only few content words. In contrast, the value of `STREET_NUMB` can at least theoretically be any number. In principle, attribute value extraction can be realized using machine learning. This is a quite easy task when the number of possible values is low but can become difficult for attribute names with a huge number of possible values like street or bus numbers. These numbers can not be covered completely by the training corpus, which is reduced to almost 1% of the maximum possible value. In contrast, for purely data driven approaches, A 1-to-1 mapping like in attribute name extraction is not used, instead exactly one value is hypothesized per attribute name. As features, lexical features on the predecessor, the current, and the successor word were used. For attribute names with a huge number of values, it is possible to reduce the search space only to a null value, leaving the attribute value extraction to a rule based approach in a possible post-processing step. In the experiments described the rule-based attribute value extraction has been applied to the seven most error-prone attribute names.

### 6. Experimental Results

The performance of our models has been measured using the well-known concept error rate (CER) as metric. If attribute values are extracted additionally, the concept together with the value has to be correct to not lead to an error. The evaluation is done using the NIST toolkit [12]. In this section, we will first describe the optimization process and feature selection for our Polish tagging system. Using a starting lexical window size of a width of one around the current word, i.e. `[-1,...,1]`, the regularization parameter `c` (L2 regularization term on the CRF parameters) is tuned. The best performance (25.7% CER on DEV) has been achieved using `c = 1/64`. This system sets our baseline. Afterwards, word part features are introduced and optimized. These features include prefix, suffix and capitalization features. Since prefix features lead to the largest gain w.r.t. the word part features, they are tuned next. The size of the prefix window is enlarged continuously (including the prefixes of smaller size), until an optimum is found on the DEV corpus. We get an improvement of approx. 11% relatively down to 22.8% CER. Since Polish inflection changes mainly suffixes, we expect that the prefix features cover mainly the word stem. Suffix features are introduced and tuned in the same manner, leading to an additional reduction in CER of approx. 3% down to 22.0%. Adding the capitalization features gives a marginal improvement, but since it is cheap w.r.t. computational time, it is also included. The final system has an error rate of 22.0% on the DEV corpus and 22.6% on the EVA corpus. An overview of these results is given in Table 3.

Assigning 200 concepts had to lead to a big variety of errors. As was expected, there are quite a lot of errors with assigning highly related concepts. For example, for 13 concepts representing goals (GOAL_X concepts where X stands for different types of locations, i.e. streets, buildings, areas, etc.) which oc-
Concerning the CRF model, we are investigating other features lattices may lead to improvements over single best hypotheses. Thereby, the use of word transcriptions as has been done so far. There would be interesting to produce concept tagging results on au-

Since the original recordings of the dialogues are available, it is flawless,

Table 3: Concept Error Rates (CER) for various feature settings on the Polish DEV and EVA corpora. For attribute name and value extraction, results are also given for the reference concept sequence.

<table>
<thead>
<tr>
<th>features [window]</th>
<th>name</th>
<th>CER [%]</th>
<th>CER [%]</th>
<th>name-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DEV</td>
<td>EVA</td>
<td>DEV</td>
<td>EVA</td>
</tr>
<tr>
<td>lexical [-1..-1] + trans.[-1]</td>
<td>25.7</td>
<td>26.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>+ prefixes [1..4]</td>
<td>22.8</td>
<td>23.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>+ suffixes [1..4]</td>
<td>22.0</td>
<td>22.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>+ capitalization</td>
<td>21.8</td>
<td>22.6</td>
<td>31.6</td>
<td>32.1</td>
</tr>
<tr>
<td>+ attr. value rules</td>
<td>21.8</td>
<td>22.6</td>
<td>30.1</td>
<td>30.2</td>
</tr>
<tr>
<td>reference</td>
<td>-</td>
<td>-</td>
<td>16.8</td>
<td>17.2</td>
</tr>
<tr>
<td>+ attribute value rules</td>
<td>-</td>
<td>-</td>
<td>14.7</td>
<td>14.6</td>
</tr>
</tbody>
</table>

The results of concept value extraction (CER of 32.1% on evaluation corpus) shows that recognition of a short list of possible concept values using CRF is quite efficient. On the other hand, recognition of proper names was not so good and a list of all names and their types improved both value and concept type assignment. The next typical error observed was incomplete recognition of time descriptions for which only an hour part was identified. This was solved by addition of rules describing Polish time description (CER of 30.2% on evaluation corpus). If we assume that the manual concept annotation of the corpus is flawless, 17.2% of the attribute values are extracted wrongly using the purely statistic approach. The combination with rules leads to 14.6%. All results are presented in Table 3.

7. Conclusion

In this paper, we have presented state-of-the-art tagging results on the first large-scale corpus for Polish SLU. The corpus collection process as well as the problems originating from the complexity of the task and data specialities have been discussed. We have chosen to apply CRFs for attribute name and value extraction, whereas for the latter one we did a combination with a rule-based approach. Our final models lead to a CER of 22.6% for attribute name extraction and 30.2% if attribute values are additionally extracted.

8. Outlook

Since the original recordings of the dialogues are available, it would be interesting to produce concept tagging results on automatic transcriptions using an ASR system instead of manual transcriptions as has been done so far. Thereby, the use of word lattices may lead to improvements over single best hypotheses. Concerning the CRF model, we are investigating other features and categorization. There may also be possibilities to optimize the attribute value extraction process by a deeper error analysis and improved rules for the values where the statistical model fails.
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