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Abstract

This paper describes a simple and robust method for improving the runtime of likelihood computation on multi-core processors without degrading system accuracy. The method improves runtime by parallelizing likelihood computations on a multi-core processor. Mixtures are decomposed among the cores and each core computes the likelihood of the mixture allocated to it. We study two approaches to mixture decomposition – Chunk based and Decision-tree based. When applied to RWTH TC-STAR EPPS English LVCSR system on an Intel Core2 Quad processor with varying pruning-beam width settings, the method resulted in a 54% to 70% improvement in the likelihood computation runtime, and a 18% to 59% improvement in the overall runtime.

Index Terms: speech recognition, fast likelihood computations, fast gaussian calculations, parallel processing

1. Introduction

Gaussian-mixture likelihood computations take from 30% to 90% of total computation time in state-of-the-art LVCSR systems. A number of methods have been proposed to increase the speed of likelihood computations. These methods can be broadly divided into two categories. The first category consists of methods that achieve speedup by sacrificing a slight amount of recognition accuracy. Methods such as Gaussian components selection based on nearest neighbor search [1], and tree-based search [2, 3, 4, 5, 6], reduce the number of likelihood computations by evaluating only a subset of components in a mixture. These methods are sensitive to tuning parameters for the recognition system and poor parameter tuning degrades accuracy.

The second category consists of methods that do not result in any degradation in system accuracy. Methods such as partial recognition system and poor parameter tuning degrades accuracy. These methods are sensitive to tuning parameters for the recognition system and poor parameter tuning degrades accuracy.

2. Fast Likelihood Computation

We begin with a brief review of the likelihood computation module [9]. It is an on-demand module that computes the likelihoods of the mixtures corresponding to the active search-space.

2.1. Likelihood

The likelihood \( p(x_t|l,m) \) of a mixture index \( m \) is expressed as the weighted sum of likelihoods, \( p(x_t|l,m) \) of its density components, for an acoustic vector \( x_t \) in \( IR^D \):

\[
p(x_t|l,m) = \sum_{l,m} p(l|m) \cdot p(x_t|l,m),
\]

where \( p(l|m) \) is the weight of the \( l \)th density component \( p(x_t|l,m) \).

Assuming a Gaussian distribution with a diagonal pooled covariance matrix that scales both the mean and the observation vectors as \( \mu_{m,l} \) and \( x_t \), the mixture negative log-likelihood can be computed by minimizing over the squared \( l_2 \) norm,

\[
-\log(p(x_t|l,m)) = \min \left\{ \frac{1}{2} ||x_t - \mu_{m,l}||^2 + c_{m,l} \right\},
\]

where \( c_{m,l} \) is the constant composed of component weight and normalization term, and \( d \) is the feature vector dimensionality.

2.2. Quantization and SIMD

The scaled floating point mean and observation vectors are quantized to unsigned 8-bit integer values in order to exploit parallel SIMD capabilities (SSE2) of modern processors to compute the squared \( l_2 \) norm,

\[
x_{t,d}' = \alpha \cdot x_{t,d} + \beta,
\]

\[
\mu_{m,l,d}' = \alpha \cdot \mu_{m,l,d} + \beta,
\]

where \( \alpha \) is a single scaling value and \( \beta \) is a single bias for all the vector components. Their values are appropriately chosen to minimize the number of overflows.

The negative log-likelihood of the mixture is then given by:

\[
-\log(p(x_t|m)) = \frac{1}{2\alpha^2} \cdot \min \left\{ \frac{1}{2} ||x_{t,d}' - \mu_{m,l,d}'||^2 + c_{m,l} \right\}.
\]

2.3. Caching Likelihood Every Frame

Caching of mixture likelihood scores during processing of each frame is possible for the following reasons: (a) The use of phonetic decision trees allows sharing a set of unique mixtures between HMM states. (b) Lexical prefix tree search keeps copies of trees for different contexts, which means that multiple hypotheses of the same HMM states (of the same tree arcs/words) can be expected to be active at a time. (c) Within a single tree copy, different words, and therefore different arcs share the same triphones/HMM states.
Whenever a mixture is evaluated during processing of a frame, the mixture’s likelihood score is cached. In the same time frame, if any other active HMM state tied to the same mixture needs to compute its likelihood, the likelihood is retrieved from cache. The speed-up from caching the likelihood scores depends on the degree to which the groups of HMM states share the same mixtures, and the average number of lexical prefix tree copies. This process is depicted in Figure 1. If $N_m$ is the number of unique mixtures, the likelihood cache is a vector of dimension $(1 + \star N_m)$.

### 2.4. Likelihood Pre-computation

In addition to the optimization described above, we added another optimization that involves likelihood pre-computation corresponding to the next eight frames. This optimization is similar to the likelihood batch strategy described in [10]. In the approach described in section 2.3, the likelihood scores of all active mixtures in a given frame are computed in that specific frame. During the likelihood computation at each frame, the mean vectors corresponding to the active mixtures are read from memory. These read operations incur significant cache misses and the main motivation is to reduce these cache misses, thereby increasing the speed of likelihood computations. Speech signals can be considered quasi-stationary and speech features in neighboring frames are likely to have similar distributions. Hence, the mixtures that are active in the current frame are also likely to be active in the neighboring future frames. Whenever mean vectors corresponding to a mixture are read from memory, the likelihood scores corresponding to the current frame and the next eight future frames are computed and cached in memory.

### 3. Mixture Decomposition

As described in the previous section, SIMD based parallelization divides the most basic operation of likelihood computation, the distance computation ($l_2$ norm), given a density. Hence, the SIMD based parallelization operates at a fine level of granularity. However, to distribute likelihood computations among multiple cores, we choose to parallelize at a coarser level of granularity. In particular, we parallelize the likelihood computations at mixture level by dividing the mixtures among multiple cores. The scalability of this approach is limited by the number of unique mixtures in the system.

**Chunk based Approach:** One way to distribute likelihood computations among multiple cores is to take a list of overall mixtures and simply divide it in chunks among the cores. Hence, each core is assigned a set of unique mixtures. At runtime, each core computes the likelihood of the active mixtures allocated to it.

**Decision-tree based Approach:** Another approach to distributing the likelihood computations among cores exploits the fact that during the processing of each frame during search, HMM states (and therefore, corresponding mixtures) that produce high likelihood of the input speech data are likely to be evaluated. We distribute the acoustically similar mixtures among multiple cores. However, the key to good load balancing between the cores for likelihood computation using this approach is the identification of sets of mixtures that are acoustically similar. We use a phonetic decision tree to accomplish this goal.

The construction of a phonetic decision tree is both a knowledge and data-driven process. Each leaf node of a binary phonetic decision tree represents a tied mixture. Any leaf node has the greatest acoustic similarity to the leaf node with the same parent node. Let’s assume a complete binary tree of height $h$. The $(h+1)$ levels of this tree vary from level 0 at the root (top) node and level $h$ at the leaf nodes (bottom). A non-leaf node at level $(h-1)$ represents a set of two child leaf nodes that are acoustically similar and can be distributed among 2 cores. There are $2^h$ such acoustically similar sets, each with 2 leaf nodes. Similarly, if we need to divide the leaf nodes among 4 cores, we can identify non-leaf nodes at level $(h-2)$. Each of these non-leaf will correspond to a set of 4 child leaf nodes that can be distributed among 4 cores. The binary tree has $2^{h-1}$ such sets.

The phonetic decision tree is not a complete binary tree, and one way of successfully dividing the leaf nodes in a way that maximizes the division of acoustically similar mixtures among the cores is to first create a list of leaf nodes in a strict left-to-right order. This can be done by traversing the binary tree in a depth-first fashion. Clearly, the list of leaf nodes can then be divided among the cores by interleaving. This approach can be applied to LVCSR systems with a single decision tree or multiple decision trees [11]. For multiple decision trees, this approach has to be applied to each of the decision trees.

### 4. Experimentation

#### 4.1. Recognition System

All the experiments were performed using the RWTH 2007 TCSTAR EPPS English LVCSR baseline system 1 [12]. This system uses an acoustic front end consisting of 16 mel-frequency cepstral coefficient (MFCC) features (including the zeroth coefficient) derived from 20 filterbanks. Cepstral mean normalization was applied and a voicedness feature was appended to the 16 features. The MFCCs and voicedness features from nine consecutive frames were concatenated and a linear discriminative analysis was used to reduce the dimensions to 45 components. The system realizes a one-pass four-gram lexical prefix tree based Viterbi decoder, using ML estimated acoustic models with vocal tract length normalization. Phonetic decision tree based state tying resulted in a single tree with 4501 generalized triphone states (mixtures). These mixtures consist of a total of 880,244 density components or an average of 195.56 density components per mixture. We use the term mixture to refer to a mixture of Gaussian distributions and the term density component to refer to an individual Gaussian of the mixture. Ten segments totaling 121.7 seconds were selected from the 2007 evaluation set as a test set to facilitate rapid experimentation. All the timing measurements are averaged over five runs.
Experiments were run on an Intel Core 2 Quad (Model number Q6600) running Fedora Core 6 Linux operating system. Each of the four cores runs at a clock speed of 2.40 GHz. Each core has its own 32 KB L1 data cache and 32 KB L1 instruction cache. Each pair of cores shares one of the two available 4 MB L2 caches. The total size of L2 cache is 8 MB. The size of main memory is 2 GB. The compiler used is GNU gcc version 4.1.1. The parallel version is implemented using the P-thread library.

4.2. Feasibility Analysis

The three main steps of the likelihood computation module are:

1. Looping over all the active HMM states,
2. Cache-Management, described in sections 2.3, 2.4, and
3. Distance-Computation using SIMD.

Figure 2 presents the distribution of the total elapsed runtime among these three steps, and other (Search Mang.+LM) computations. Standard deviation in runtime was observed between 0.25 − 2.00 for various beam-pruning widths. The WER corresponding to all the width settings is at 8.8% with one exception. When the width was set to 200, the WER increased to 10.0%. We draw several conclusions. First, when the width is reduced, all the three steps of likelihood computations module together take larger percentage of total runtime compared to rest of the computations involving Search Management and LM Computations. With a wider width, a greater number of HMM states are active but many of the active HMM states share same underlying mixtures. Hence, once all the unique mixtures are evaluated, the likelihood is retrieved from the likelihood cache which is faster. Second, Distance-Computation dominates among the three likelihood computation steps at short beam-pruning widths but Cache-Management starts to dominate at wider beam-pruning widths. Third, the time taken by the Looping step increases when the width is increased because the number of active HMM states increases.

In our parallel implementation, each core executes the Loop step over all active HMM states. A mixture corresponding to an active HMM state is evaluated only if it belongs to the core. Hence, the time complexity of the Loop step in the parallel implementation remains the same. However, both Distance-Comp. and Cache-Mang. get distributed between the cores and run concurrently. In order to achieve good speedup, the time taken by each of these two parallel steps during the processing of frame should ideally be perfectly balanced between the cores. We can estimate the time taken by each of these parallel steps based on one or more statistics about the search space. The number of density components evaluated is a search space statistic that influences the time taken by the Distance-Comp. step. Because we distribute the mixtures equally between the cores and the number of density components in each mixture vary, there is a possibility of an uneven distribution of density components among the cores. Similarly, the time taken by Cache-Mang. is dependent on the number of cache lookups.

In general, we can predict the speedup for each parallel step, p, based on its search space statistic, s, as follows:

\[ \hat{S}_p = \frac{\text{serial runtime}}{\text{parallel elapsed runtime}} = \frac{N_c \cdot \beta_s}{\beta_s + \alpha_s} \]  

where \( \beta_s \) is the perfectly balanced work due to search space statistic \( s \), \( \alpha_s \) is the load imbalance in search space statistic \( s \), and \( N_c \) is the total number of cores.

If \( N_f \) is the total number of frames, the perfectly balanced work due to search space statistic \( s \) is given by:

\[ \beta_s = \sum_{f=1}^{N_f} \beta_{s,f} \]  

\[ \beta_{s,f} = \sum_{c=1}^{N_c} \frac{n_{s,f,c}}{N_c} \]  

where \( n_{s,f,c} \) is the value of search space statistic \( s \) in core \( c \) during the processing of frame \( f \).

The load imbalance in search space statistic \( s \) is:

\[ \alpha_s = \sum_{f=1}^{N_f} \max_{c} \{ n_{s,f,c} - \beta_{s,f} \} \]  

For a perfectly balanced load, \( n_{s,f,c} = \beta_{s,f} \) for all \( c,f \). Hence, \( \alpha_s = 0 \) and \( \hat{S}_p = N_c \). Because load imbalance in any parallel step only influences the time spent in that specific step, we can apply these speedups to the time taken by the Distance-Comp. and Cache-Mang. steps in Figure 2, and add them to get a prediction of the elapsed runtime. The search space statistics for both these parallel steps are described earlier in this section. Adding the time taken by the serial steps (Search Mang.+LM Comp.+Loop) to the predicted runtime taken by parallel steps, provides the prediction of the elapsed runtime as shown below:

\[ \hat{t} = \sum_{p=1}^{N_p} \{ t_{s,p} \cdot \hat{S}_p \} + \sum_{r=1}^{N_r} t_{s,r} \]  

where \( N_p \) is the number of steps in serial search that can be parallelized, \( N_r \) is the number of serial steps, and \( t_{s,r} \) is the time taken by search step \( x \).

The predicted elapsed runtime \( \hat{t} \) for both Chunk based and Decision-tree based approaches is shown in Table 1. Similarly, Table 2 presents \( \hat{t} \) due to all the three likelihood computation steps. Clearly, the Decision-tree based approach provides better load balancing when the pruning-beam width is small.

4.3. Results and Analysis

A comparison of the overall elapsed runtime for 2-core and 4-cores is presented in Table 1. Similarly, Table 2 shows the elapsed runtime due to likelihood computations. We make the following observations:

- As predicted in the previous section, the improvement in overall runtime using the Decision-tree based approach is better than the Chunk based approach at small beam widths. As the width is increased, the Chunk based approach starts to outperform the Decision-tree based approach.
- On 2-cores, the best overall runtime improvement of the two approaches varies approx. between
14%-39%. Similar improvements on 4-cores varies approx. between 18%-58%. At larger widths, the better spatial cache locality in the Chunk based approach results in a lower number of Non-prefetched Retired Load L2 Cache Misses than the Decision-tree based approach. This is the primary reason behind more improvement provided by the Chunk based approach at larger widths.
  - The greatest improvement in likelihood computations runtime on 2-cores varies between 39%-47%. On 4-cores, the improvement is between 54%-70%.
  - For the most part, the actual elapsed runtime measurements are better than the predicted elapsed runtime measurements. The improvement is attributed to a smaller amount of the elapsed time taken by the loop step in the parallel module as compared to the serial version.

5. Conclusions

The Chunk based and Decision-tree based approaches for multi-core parallelization of likelihood computations are robust because they do not degrade system accuracy. On 2-cores, when the pruning-beam width was varied, the elapsed runtime improved from 39% to 47% over the baseline likelihood computation module which already incorporates a number of fast likelihood computation algorithms such as parallel SIMD instructions, likelihood caching, and likelihood pre-computation. On 4-cores, the improvement lies between 54% and 70%. The overall runtime improved by 14% to 39% on 2-cores and 18% to 59% on 4-cores. This method is simple enough to be easily implemented in any speech recognition system in order to achieve similar runtime improvements.
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Table 1: Overall elapsed runtime in seconds. Improvement over serial system (1-core) in percentage is shown within parenthesis.

<table>
<thead>
<tr>
<th>beam</th>
<th>1-core</th>
<th>2-core</th>
<th>4-core</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chunk based</td>
<td>Decision-tree based</td>
<td>Chunk based</td>
<td>Decision-tree based</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>99.2</td>
<td>67.7</td>
<td>67.5</td>
</tr>
<tr>
<td>250</td>
<td>173.8</td>
<td>125.2</td>
<td>121.9</td>
</tr>
<tr>
<td>300</td>
<td>303.5</td>
<td>239.1</td>
<td>228.8</td>
</tr>
<tr>
<td>350</td>
<td>490.7</td>
<td>413.2</td>
<td>392.3</td>
</tr>
<tr>
<td>400</td>
<td>684.4</td>
<td>596.6</td>
<td>569.4</td>
</tr>
<tr>
<td>450</td>
<td>863.6</td>
<td>767.4</td>
<td>731.6</td>
</tr>
<tr>
<td>500</td>
<td>998.3</td>
<td>896.9</td>
<td>860.9</td>
</tr>
</tbody>
</table>

Table 2: Elapsed runtime in seconds taken by likelihood computation. Improvement over serial system in % is shown within parenthesis.