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Abstract
Long named entities are often abbreviated in oral Chinese language, and this usually leads to out-of-vocabulary (OOV) problems in speech recognition applications. The generation of Chinese abbreviations is much more complex than English abbreviations, most of which are acronyms and truncations. In this paper, we propose a new method for automatically generating abbreviations for Chinese named entities and we perform vocabulary expansion using output of the abbreviation model for voice search. In our abbreviation modeling, we convert the abbreviation generation problem into a tagging problem and use the conditional random field (CRF) as the tagging tool. In the vocabulary expansion, considering the multiple abbreviation problem and limited coverage of top-1 abbreviation candidate, we add top-10 candidates into the vocabulary. In our experiments, for the abbreviation modeling, we achieved the top-10 coverage of 88.3% by the proposed method; for the voice search, we improved the voice search accuracy from 16.9% to 79.2% by incorporating the top-10 abbreviation candidates to vocabulary.
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1. Introduction
In voice search applications, like directory assistance or car navigation systems, users seldom say a target name exactly as it appears in the database [1]. Usually what are contained in the database are official names of organizations or companies, which are very long and difficult to remember. Long names are frequently abbreviated for efficiency and convenience, like “google” instead of “google Inc” and “starbucks” instead of “starbucks coffee” [2]. The mismatch between the real queries and entries in the database can cause up to 35% absolute correct-accept rate difference under some condition [2].

There are mainly two methods to solve the problem. A rule based method has been proposed to construct a finite-state signature language model (LM) from all the entries in the database alone [3], which would accept different query variants. Here the signature is a subsequence of the words in a listing that uniquely identifies the listing. Under this method one entry may have either too many or no signatures. Meanwhile the reason behind signature grammar is that any term is droppable as long as the drop does not cause confusion, which may be not the case of real human language.

Another approach to improve robustness is via statistical n-gram models [4]. An interpolated LM was proposed to estimate the n-gram probability in \( p(w) = \lambda p_l(w) + (1 - \lambda)p_u(w) \), where \( p_l(w) \) is the LM model built using the transcripts of the real calls, and \( p_u(w) \) is the LM built using the listing database, and \( \lambda \) is the interpolation weight. This method depends on the amount of real calls very much, but the real call data is usually very expensive to collect.

The signature grammar method tries to list all the word combinations which can identify the entry from others and add the combination into the grammar, and it doesn’t consider the property of words and pattern behind the real data at all. The statistical method requires a high quality real data LM, and the training data should cover as many particular examples as possible. Another problem with these two methods is that they can model the variations based on word units, but they cannot solve the sub-word variation problems. For example, “Georgia Institute of Technology”, abbreviated as “Georgia Tech”, the word “Technology” has been abbreviated as “Tech”, this problem cannot be covered by previous methods. This type of abbreviation may be not so common in English, and even if the abbreviation exists, most of them are just acronyms (e.g.: “AT&T” abbreviated from “American Telephone & Telegraph”). But many other languages like Chinese and Japanese, the sub-word based abbreviation phenomena is very common and the abbreviation formalization process is much more complex than acronyms as well.

In this paper, we treat the variations between real queries and full-names as abbreviation problems, based in either word units or sub-word units. Our paper focuses on Chinese named entity abbreviations and we try to solve this problem while satisfying following requirements:

- No requirement for a huge amount of training data which covers variations of all the entries in the database
- The ability to predict variations for unseen entries in a statistical way
- Covering sub-word variations

A hybrid automatic abbreviation generation method is proposed here for Chinese. We need a corpus of fullname-abbreviation pairs which doesn’t have to be very huge, and then we model the abbreviation generation process as a statistical tagging problem. After trained on the corpus, we can predict the variations of names which are not covered by the fullname-abbreviation corpus. At last we can make use of the abbreviation output through vocabulary expansion in voice search applications. The rest of the paper is divided into four sections: Abbreviation modeling, Vocabulary expansion, Experiments and Conclusions.
2. Abbreviation modeling

A simple abbreviation dictionary cannot solve the abbreviation problem. The first difficulty is that no such dictionary exists, and further there is always OOV for a dictionary and meanwhile new named entities keep on coming into use. An automatic abbreviation generation method is required to tackle this problem.

There has been a considerable amount of research on extracting full-name and abbreviation pairs in the same document for obtaining abbreviations [5, 6, 7]. However, generation of abbreviations given a full-name is still a non-trivial problem. The first difficulty is that no such dictionary exists, and further there is always OOV for a dictionary and meanwhile new named entities keep on coming into use. An automatic abbreviation generation method is required to tackle this problem.

In our abbreviation modeling, we have to segment each named entity into a list of composing atomic words, e.g. “中国中央电视台” (China Central Television) is segmented into “中国” (China), “中央” (central), “电视台” (television). Otherwise, we cannot make use of character position in atomic words, which is very useful in predicting abbreviations.

The Chinese segmenter used in this paper is trained by ourselves. We trained a 2-tag CRF segmenter from the “Penn Chinese Treebank” corpus, in which Chinese text are segmented themselves. We trained a 2-tag CRF segmenter from the “Penn Chinese Treebank” corpus, in which Chinese text are segmented into atomic words.

2.3. CRF for abbreviation modeling

A CRF [11] is an undirected graphical model and assigns the following probability to a label sequence $L = l_1l_2 \ldots l_T$, given an input sequence $C = c_1c_2 \ldots c_T$,

$$P(L|C) = \frac{1}{Z(C)} \exp\left(\sum_{t=1}^{T} \sum_{k} \lambda_k f_k(l_t, l_{t-1}, C, t)\right) \quad (1)$$

Here, $f_k$ is the feature function for the $k$-th feature, $\lambda_k$ is the parameter which controls the weight of the $k$-th feature in the model, and $Z(C)$ is the normalization term that makes the summation of the probability of all label sequences to 1. CRF training is usually performed through the typical L-BFGS algorithm [12] and decoding is performed by Viterbi algorithm. In this paper, we use an open source toolkit “crf++” [13].

In order to use the CRF method in abbreviation generation, the abbreviation generation problem was converted to a tagging problem. The character is used as a tagging unit and each character in a full-name is tagged by a binary variable with the values of either Y or N: Y stands for a character used in the abbreviation and N means not. An example is given in Figure 3.

![Figure 2: Chinese abbreviation examples](image)
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In the CRF method, feature function describes a co-occurrence relation, and it is defined as $f_k(l_t, l_{t-1}, C, t)$ (Eq. 1). $f_k$ is usually a binary function, and takes the value 1 when both observation $c_t$ and transition $l_{t-1} \rightarrow l_t$ are observed. In our abbreviation generation model, we use the following features:

1. Current character
2. Current word
3. Position of the current character in the current word
4. Combination of the above features 2 and 3
2.4. Improvement via incorporating a length model

There is a strong correlation between the lengths of organizations’ full-names and their abbreviations. We use the length modeling based on discrete probability of $P(M|L)$, in which the variables $M$ and $L$ are lengths of abbreviations and full-names, respectively. Since it is difficult to incorporate length information into the CRF model explicitly, we use $P(M|L)$ to rescore the output of the CRF.

We model the abbreviation process with two steps: 1st step: evaluate the length in abbreviation according to the length model $P(M|L)$; 2nd step: choose the abbreviation, given the length and full-name, written as $P(A|M,F)$. Our problem becomes:

$$\tilde{A} = \arg\max_{A,M} P(M|L) \cdot P(A|M,F) \tag{2}$$

where variable $A$ is the abbreviation and $F$ is the full-name. The second term $P(A|M,F)$ is calculated using the CRF, according to the Bayesian rule:

$$P(A|M,F) = \frac{P(A,M|F)}{P(M|F)} = \frac{P(A,M|F)}{\sum_{A',M} P(A',M|F)}.$$

Since $A$ contains the information $M$ implicitly, it is obvious that $P(A,M|F) = P(A|F)$, which can be calculated by the CRF.

2.5. Improvement via a web search engine

Co-occurrence of a full-name and an abbreviation candidate can be a clue of the correctness of the abbreviation. We use the “abbreviation candidate”+ “full-name” as queries and input them to the most popular Chinese search engine (www.baidu.com), and then we use the number of hits as the metric to perform re-ranking. The number of hits is theoretically related to the number of pages which contain both the full-name and abbreviation candidates. Hence, we can perform re-ranking. The number of hits is theoretically related to the number of pages which contain both the full-name and abbreviation. The bigger the number of hits, the higher probability that the abbreviation is correct.

We then simply multiply the previous probability score, obtained from Eq. 2, by the number of hits and re-rank the top-30 candidates accordingly.

There are some other ways to use information retrieval methods [14]. Our method has an advantage that the access load to the web search engine is relatively small.

3. Vocabulary expansion

Since the top-1 coverage of the abbreviation modeling is not high enough, we have to add the N-best abbreviation candidates into the vocabulary. There is a tradeoff between the coverage of the abbreviation and the ambiguity caused by a larger vocabulary. If N is too small, the possibility that abbreviation is not included in the vocabulary is high; on the other hand, if N is too big, the confusions along with the increase of the vocabulary size will damage the performance of ASR.

4. Experiments

4.1. Abbreviation generation results

4.1.1. Data collection and introduction

The corpus we use for abbreviation training and evaluation in this paper comes from two sources: one is the book “modern Chinese abbreviation dictionary” [15] and the other is the wikipedia. Altogether we collected 1945 pairs of organization full-names and their abbreviations.

The data is randomly divided into two parts, a training set with 1298 pairs and a test set with 647 pairs. Table 1 shows the length mapping statistics of the training set. It can be seen that the average length of full-names is about 7.29. We know that for a full-name with length $N$, the number of abbreviation candidates is about $2^N - 2 - N$ (excluding length of 0, 1, and $N$) and we can conclude that the average number of candidates for each organization name in this corpus is more than 100.

<table>
<thead>
<tr>
<th>length of full-name</th>
<th>length of abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>5</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>6</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>7</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>8</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>9</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>10</td>
<td>10/10/0/0/0/0</td>
</tr>
<tr>
<td>others</td>
<td>10/10/0/0/0/0</td>
</tr>
</tbody>
</table>

Table 1: Length statistics on the training set

4.1.2. Experimental results

We plan to add up to 10 abbreviation candidates into the vocabulary of our voice search application for each named entity, hence here we consider top-10 coverage of the abbreviation modeling.

Figure 4 displays the coverage results obtained using the CRF method and the improvements gained from the inclusion of the length feature and the web search hits. As we can see the CRF gives a coverage of 79.9%. Both length model and web search engine show significant improvement over the CRF baseline and the coverage increases to 88.3%.

4.2. Voice search results

4.2.1. Data collection and introduction

We selected 400 named entities from the test set used in previous section and collected speech data for them from 20 speakers. Each speaker was requested to process 80 named entities and each named entity was allocated to 4 speakers. As a result, we could guarantee the variations of the abbreviations were covered by the data.

We noticed that multiple abbreviations for one full-name was very common, such as “中国中央电视台” (China central...
television) with abbreviations “央视” and “中央台”. We planned to collect multiple abbreviations for reference along with the speech data from each speaker. So our collection process for each speaker was as follows:

1. Display a full-name and the speaker reads it
2. The speaker writes down an abbreviation and reads it
3. If there is another abbreviation, go to 2
4. Proceed to next full-name and go to 1

In total, we collected 783 unique abbreviations, and the average abbreviation number for each full-name was 1.96;

4.2.2. Experimental results

In the voice search experiment, the input is a piece of speech and the output is a full-name in the list represented by one or several items (full-name plus abbreviations) in the vocabulary. If the input speech is a full-name, the output is expected to be the full-name; when the speech is an abbreviation, the output should be the corresponding full-name. We measure the performance of voice search by the accuracy of output full-names.

If the abbreviation is not included in the vocabulary, the search will fail theoretically for abbreviated speech. However, when the abbreviation is long enough to be quite similar to the full-name, it is also possible to be recognized correctly and get the correct search result.

In our experiment, we started from the vocabulary containing full-names only, and then added all the top-1 abbreviation candidates into the vocabulary, and then top-2, top-3,…, until top-10. Figure 5 shows that, as the added abbreviation candidates increase, the search accuracy keeps increasing from 16.9% with no abbreviation in vocabulary to 79.2% with 10 abbreviation candidates in the vocabulary for each entry.

![Figure 5: Results of voice search accuracy](image)

5. Conclusions and future work

In this paper, we presented an automatic abbreviation generation method and successfully applied this method into voice search via vocabulary expansion. Our statistical abbreviation generation method uses CRF first and then makes use of length information and web search engine to rescore the abbreviations. The top-10 coverage was able to reach 88.3%. After adding abbreviations into vocabulary, the accuracy of voice search experiment increased from 16.9% to 79.2%.

One limitation of our work is the limited size of test data, and we are planning to apply our method to a much larger database. One direction of our future work will be to make better use of web data, for example, to extract full-name-abbreviation pairs from a huge amount of web text to make a much larger corpus.
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