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Abstract

This paper extends binary support vector machines to multi-class classification for recognising emotions from speech. We apply two standard schemes (one-versus-one and one-versus-rest) and two schemes that form a hierarchy of classifiers each making a distinct binary decision about class membership, on three publicly-available databases. Using the OpenEAR toolkit to extract more than 6000 features per speech sample, we have been able to outperform the state-of-the-art classification methods on all three databases.
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1. Introduction

It is important that practical and robust speech systems are able to cope with the realities of everyday conversational speech. In recent years, appreciation has been growing of the fact that a speaker’s emotional state can affect profoundly the nature of their utterances, so that emotion recognition from speech has been gaining increasing attention, culminating in the Emotion Challenge at the last Interspeech conference [1]. In this paper, we aim to extend the state-of-the-art in emotion recognition beyond that reported last year by the use of multi-class support vector machines (SVMs).

2. Databases

From the current literature [2, 3], three different kinds of emotional speech database are observed: simulated or acted, natural or spontaneous and elicited speech databases. As we move from acted to spontaneous emotions, the complexity of the task increases [4].

The most popular acted databases are the the German emotional speech database [5], also known as EMO-DB, and Danish emotional speech database (DES) [6], and the Serbian emotional speech database [7]. These are all publicly available for non-commercial research use. Other acted emotional speech databases exist (e.g., BabyEars [8]), but we have used only EMO-DB, DES and the Serbian database in this work. Most natural or spontaneous databases are proprietary as they are typically recorded in customer interaction services like call centres. Hence, results on these can not be easily reproduced or compared. In elicited speech, emotions are induced by putting the subjects into certain controlled conditions. Examples of elicited databases are SmartKom [9] and German AIBO [10].

Most research in emotion recognition is on acted speech rather than spontaneous or elicited speech. Whereas spontaneous speech is clearly more realistic [1], and there is a shift towards using spontaneous data, we continue to use acted speech here for comparability with our earlier work [11].

3. Approaches to Classification of Emotions

3.1. Features

Murray and Arnott [12] studied the effect of different emotions on acoustic features of speech from the point of view of synthesis. The acoustic features of pitch, energy, speech rate and voice quality were extracted from the whole utterance on the assumption that the emotion will remain constant over the utterance, which can therefore be treated as a single unit. Most research in this area uses the same assumption, which works well. However, it has been argued that this is not appropriate for spontaneous speech. As the emotions in spontaneous speech are instantaneous, features should be extracted over smaller segments of speech. So far, attempts to use short-term features alone for emotion classification have not been as successful as those using utterance level features [13, 14].

Batliner et al. [15] pooled together a number of features from sets independently developed at different sites. This resulted in improved classification accuracies. Subsequently, Eyben et al. [16] have described an open-source toolkit called OpenEAR for extracting these pooled features (more than 6000 in number).

3.2. Classifiers

A variety of methods from the simplest like k-nearest neighbour (k-NN) through decision trees to more complex classifiers like support vector machines (SVMs), artificial neural networks (ANN), hidden Markov models (HMMs) have been used to solve this problem. Static classifiers like k-NN, SVM, ANN and decision trees with long-term features have been the methods of choice.

Several researchers have tried to create classifiers that combine features from different sources of information to achieve good accuracy. Schuller et al. [17] used an ensemble of classifiers for recognising different sets of emotions from film sound tracks. Similarly, Sidorova [18] proposed the so-called TGI+ classifier that uses a combination of many classifiers. However, the gain in accuracy compared to the increased complexity is not very high.

3.3. Hierarchical Classification

Many of the papers presented in the 2009 Interspeech Emotion Challenge have used some form of hierarchical multi-class classification methods. Lee et al. [19] used a hierarchical binary decision tree; at each node of the tree, a binary Bayes logistic regression or SVM classifier is trained. The authors placed Angry/Emphatic versus Positive emotions at the root node based upon prior empirical testing. Planet et al. [20] used multiple classifiers with different hierarchical structures. In one of these, they used a binary classifier to distinguish between
Neutral and other classes at the first level and then used a multi-class classifier at the next level to separate the rest of the classes. In another scheme, a cascade of binary classifiers was used in which at each level they separate the most populated class from the rest. So for \( m \) classes, they have to train \( m - 1 \) classifiers. Luengo et al. [21] used a one-versus-rest scheme for training two different types of classifiers for each emotion and fused the results using a scoring scheme. Shaukat and Chen [22] used the valence arousal model to determine a hierarchical structure for classification of the Serbian emotional speech database. At the root node, they divide the emotions into active and nonactive emotions using a binary SVM classifier. They further divided the emotions depending upon the valence to give the final classification result.

4. Methodology

Support vector machines were originally developed for binary classification; much subsequent work has been done to extend SVMs to multi-class classification. Currently there are two main approaches: one is by combining several binary classifiers, the other is by considering all classes in one single optimisation function. One-versus-one (1v1) [23], one-versus-rest (1vR) [24], directed acyclic graph (DAG) [25], and unbalanced decision tree (UDT) [26] are methods based on binary classification. An example of a method which considers all the classes at once can be found in [27]. In this paper, we have only considered binary classification methods.

4.1. 1vR, 1v1, DAG and UDT

The one-versus-rest (1vR) scheme applies a ‘winner takes all’ strategy as in Figure 1(a) for the case of four classes. To classify \( m \) classes, this method has to construct \( m \) binary SVM classifiers. The \( j \)th classifier is trained with all the training data in the \( j \)th class given positive labels, and all the rest given negative labels. Thus, given \( l \) training samples \((x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l)\) where \( x_i \in \mathbb{R}^n, i = 1, 2, \ldots, l \) and \( y_j \in \{1, 2, \ldots, m\} \), we have \( m \) binary classifiers each with a classification function \( f_j \). For any input sample \( x_i \), the scheme assigns it to the class with the highest classification function value:

\[
\text{class of } x_i = \arg\max_{j=1,\ldots,m} f_j(x_i)
\]

The benefit of the 1vR scheme is that we only have to train \( m \) classifiers. However, we have to deal with highly unbalanced training data for each binary classifier.

The one-versus-one (1v1) classifier uses a ‘max-wins’ voting strategy as illustrated in Figure 1(b) for the case of four classes. It constructs \( m(m-1)/2 \) binary classifiers, one for every pair of distinct classes. Each binary classifier \( C_{ij} \) is trained on the data from the \( i \)th and \( j \)th classes only. For a given test sample, if classifier \( C_{ij} \) predicts it is in class \( i \), then the vote for class \( i \) is increased by one; otherwise the vote for class \( j \) is increased by one. Then the ‘max-wins’ voting strategy assigns the test sample to the highest scoring class. In this method, we don’t have to handle highly unbalanced classes as in the case of 1vR. However, we have to train more classifiers than for 1vR.

The DAG method also has to train \( m(m-1)/2 \) binary classifiers. The training phase is same as for 1v1; however, in the testing phase, it uses a rooted binary directed acyclic graph with \( m(m-1)/2 \) internal nodes and \( m \) leaves. Each node is a binary SVM classifier, \( C_{ij} \) for \( i \)th and \( j \)th classes. For every test sample, starting at the root node, the sequence of binary decisions at each node determines a path to a leaf node that indicates the predicted class. Figure 2(a) shows the architecture of DAG for the classification of four classes.

The unbalanced decision tree (UDT) converts the 1vR scheme into a right-branching tree structure. In this method, we have to train \( m-1 \) binary classifiers as compared to the \( m \) classifiers of 1vR. These are arranged in a cascade structure similar to [20]. Starting at the root node, one selected class is evaluated against the rest. The decision about which classifier to place at the root is made by taking the most separable class from the rest using the results of the 1vR scheme. Then, the UDT method proceeds to the next level by eliminating the class from the previous level from the training samples. That is, UDT uses a ‘knock-out’ strategy that, in the worst-case scenario, requires \( m-1 \) classifiers, and in the best case needs only one classifier. Figure 2(b) shows the architecture of UDT for classification of four classes. Class 3 has been chosen as the root node on the assumption that this class is maximally separable from the rest.

4.2. Experimental setup

As stated earlier, we have used three databases of acted speech: German EMO-DB Danish DES and the Serbian emotional speech database. Table 1 shows the number of emotion classes in each database, and the number of sentences for each of
Table 1: Number of emotion classes in the EMO-DB, DES and Serbian databases and number of sentences per class. Key – A: Angry, N: Neutral, S: Sad, H: Happy, F = Fear, B: Bored, D: Disgust and U: Surprised.

<table>
<thead>
<tr>
<th>Database</th>
<th># of classes</th>
<th>1vR</th>
<th>UDT</th>
<th>1v1</th>
<th>DAG</th>
<th>Human acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMO-DB</td>
<td>4</td>
<td>87.9</td>
<td>92.0</td>
<td>95.6</td>
<td>95.8</td>
<td>87.4</td>
</tr>
<tr>
<td>DES</td>
<td>7</td>
<td>80.4</td>
<td>88.8</td>
<td>92.3</td>
<td>91.5</td>
<td>86.1</td>
</tr>
<tr>
<td>Serbian</td>
<td>5</td>
<td>67.3</td>
<td>78.8</td>
<td>85.6</td>
<td>84.8</td>
<td>69.4</td>
</tr>
</tbody>
</table>

5. Results and Discussion

Figure 3 shows the average accuracy for 10-FCV for the four classes that are common between all three databases, using the 1vR scheme. Individually, the Sad emotion is most easily discriminated from the other classes. We have used this in the UDT scheme and place Sad versus Rest at the root node of the classification tree. Using the four classification schemes on the three databases, the average accuracy for 10-FCV evaluation is given in Table 2. We also tabulate human accuracy at recognising the emotions, which is documented with each database. For 1vR and UDT, we have very unbalanced datasets. We have tried simply up-sampling the minority class, but this did not give a significant increase of accuracy and so it was not pursued further.

For many cases, the classification results in Table 2 appear much better than any previously published results, although training/testing conditions may not be entirely comparable. The best known previous result on EMO-DB for 7 classes is by Schuller et al. [17] in which the authors have used ensemble classifiers to achieve 87.5% accuracy while we report 92.3% using a 1v1 linear SVM. For the EMO-DB 4 class problem, Shami and Verhelst [13] report 75.5% accuracy, whereas we achieve 95.8%. For DES, the latter authors achieve 64.9% average accuracy for 4 classes using SVMs and 10-FCV but with different folds from those used here. The best unweighted average accuracy that we have achieved is 85.6% and 75.0% for 4 and 5 classes, respectively. For the Serbian database, Shaakat and Chen [22] report 89.7% accuracy using hierarchical SVMs; our best results on this database are 94.6% using UDT with linear SVMs.

Several observations can be made about the results in Table 2. DAG and 1v1 seem to be giving very similar results. This is almost certainly because both use the same training methods; they only differ in their testing methods. Out of the other two schemes (i.e., 1vR and UDT), 1vR performs relatively poorly whereas UDT performs closer to 1v1 and DAG. Ramanan et al. [26] also found UDT performance very close to DAG and 1v1 on a variety of benchmark datasets. In UDT, after every level of classification, we drop the test samples for the tested class. In other words, we are actually making the classification task more balanced by removing some of the data from the majority class after every level of classification, which is the reason that UDT outperforms 1vR. Another observation from the results is that we are approaching or in some cases exceeding human accuracy on these databases. There are a few possible reasons for this. First, we can challenge the quality of the human recognisers. They might not be very good at the job or they might not have been given enough time to adjust to the speaker’s delivery style. In some cases, the listeners were allowed to listen to the test sample only once. And, of course, if it is difficult to compare machine recognisers (e.g., because the folds used in 10-FCV are different), it is even more difficult to compare machine and human recognition on a fair basis.

6. Conclusions

We have explored different methods for applying multi-class (hierarchical and non-hierarchical) classification schemes using linear binary SVMs to emotion recognition from speech using three publicly-available databases, with results that exceed the best previously-report performance on these datasets. The four classification schemes explored are not restricted to SVMs;
in principle, we can use any binary classifier. Of the four schemes tested, DAG and 1v1 perform equally well with UDT not far behind.

Our future work includes comparing segment-based and utterance-based feature extraction with respect to recognition performance. We also intend to try different classifiers (other than linear SVMs) within the same hierarchical structures to assess the effect on classification. Lastly, we would like to see the effect of training on one database and testing on the others, to assess the extent to which emotion in speech is language-independent.
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