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Abstract

This paper describes conversational spontaneous speech synthesis based on a model-estimated speech synthesis framework, which has been shown to be effective for synthesizing speech with arbitrary speaker's voice using an average voice model trained on a small amount of data. In this framework, we examine the use of an appropriate utterance unit for conversational speech synthesis. Experimental results show that the proposed two-stage model adaptation method improves the quality of synthetic conversational speech.
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1. Introduction

Toward practical applications for humanoid spoken dialog systems or aid for speech-impaired people, there is high expectation for the realization of spontaneous speech synthesis [1]. In recent years, although speech synthesis technique enables us to generate smooth and natural sounding speech in reading-style, spontaneous speech synthesis is still a difficult problem. In fact, so far, there have been reported much fewer studies on spontaneous speech synthesis compared to those on read speech synthesis.

In [2], fundamental frequency (F0) contours and phone durations have been modeled based on quantification theory type I [3], however, it was reported that the generated speech had insufficient spontaneity [4]. In [5], it has been shown that spontaneity was improved by transformation from normal synthetic speech to spontaneous one. This technique needs parallel speech data and this would be impractical for the case of synthesizing arbitrary speakers’ conversational speech. Campbell [6] has suggested that the use of a very large conversational speech corpus enables synthetic speech to have a wide variety of expressions. Although this is true, especially for corpus-based speech synthesis including HMM-based system, it is unrealistic to collect a huge amount of spontaneous speech data for respective arbitrary speakers.

In the HMM-based speech synthesis system [7], model training for the speech synthesis units needs not only phonetic and prosodic information but also linguistic such as syllables, words, phrases, and sentences. A set of such factors, called context, plays an important role in both the training and synthesis stage of the HMM-based speech synthesis. For the spontaneous speech case, automatic phonetic, prosodic and linguistic labeling are more difficult than the read speech case because of incompleteness in pronunciation and grammar as well as existence of fillers and disfluencies. This leads to difficulty of preparing a sufficient amount of training data for spontaneous speech for arbitrary target speakers. Therefore it is crucial to synthesize speech with acceptable quality using only a small amount of target speaker’s training data for spontaneous conversational speech.

In this paper, we propose an approach to spontaneous conversational speech synthesis based on the HMM-based synthesis framework. We have proposed model adaptation from average voice model [8] as a method of synthesizing arbitrary speaker’s speech using a limited amount of the target speaker’s training data. Here we utilize the average-voice-based speech synthesis approach and apply it to conversational speech with high spontaneity. We investigated several types of average voice model, specifically, conventional average voice model trained using reading-style speech, average voice models using conversational speech that aims to lessen the difference in characteristics between average voice model and target speaker style. We also examine two-stage model adaptation using both reading- and conversation-style speech. Moreover, we examine the choice of appropriate utterance unit for conversational speech synthesis.

2. Average-voice-based speech synthesis for conversational speech

2.1. Speech synthesis based on average voice model and model adaptation

When the target speaker’s speech data is very limited, it is difficult to estimate reliable parameters of target speaker’s HMMs. In such a case, model adaptation from an average voice model is an effective way to enable the model training with a small amount of target speaker’s data [8]. In this technique, the average voice model is trained in advance using multiple speakers’ data, and is adapted to the target speaker’s characteristics with a small amount of data. In this study, we apply this technique to conversational speech synthesis. For the average voice model, a model trained using reading-style speech has been generally used, which can be applied to the conversation-style spontaneous speech by simultaneous adaptation of speakers and styles [9]. However, conversation- and reading-style speech have considerably different acoustic characteristics, which could be an obstacle to the model adaptation. To alleviate the gap, the average voice model trained using conversational spontaneous speech would be more preferable.

2.2. Two-stage model adaptation for conversational speech synthesis

Although the model adaptation from the conversation-style average voice model is more suitable in terms of the acoustic similarity, it generally takes high cost to prepare a sufficient amount of training data of multiple speakers’ spontaneous speech as well as the target speaker’s data. To relax the data sparseness and acoustic gap, here we propose a two-stage model adaptation technique as shown in Fig.1. In this technique, we first train an average voice model using a sufficient amount of reading-style speech data, and conduct the style adaptation to the conversation-style using a small amount of conversational
speech data of multiple speakers. Then, we obtain the target speaker’s conversation-style model by adapting the speaker individuality of the conversation-style average voice model to that of the target speaker. By means of the two-stage adaptation, we expect to lessen the difference between average voice model and target speech, and to reduce the cost for collecting conversational spontaneous speech.

3. Utterance unit for conversational speech

In the HMM-based speech synthesis, the determination of utterance units is one of the important issues. This is because a number of prosodic contextual factors for each phone, e.g., position of the current phrase in an utterance, are used for the modeling of context-dependent synthesis units, and these factors depend on the utterance unit. In conventional reading-style speech synthesis systems, the utterance unit is explicitly determined by a formal sentence given in recoding. By contrast, the conversational spontaneous speech is generally recorded session by session with a certain topic. It is sometimes difficult to determine the sentence because the expression of the sentence-final is often omitted, and there are a lot of changes of the conversational turn. To determine an appropriate utterance unit for the alternative to a sentence, we examine what kind of unit is perceived as natural.

3.1. Conversational spontaneous speech database

For the conversation-style speech, we used a Japanese spontaneous speech database, the corpus of spontaneous Japanese (CSJ) [10]. We chose three females (ID:19, 463, and 514) and three males (ID: 423, 471, and 685). They were not professional narrators, and each of them uttered three sets of conversational speech: two interviews and a task oriented dialogue. Each conversational speech was transcribed and annotated, and there are a lot of annotations such as part of speech, clause unit, and intonation information. Here the clause is a grammatical unit that consists of a subject and a predicate, and the clause boundaries were automatically determined by transcription data.

3.2. Determination of utterance unit based on silences

One of the cues for the determination of utterance unit is a silence in the conversation. Here, we focus on the distribution of the length of silences in the conversational speech. We compared the histograms of reading- and conversation-style speech. Figures 2 and 3 show the results. For the reading-style speech, ATR Japanese database set B [11] was used where ten professional speakers uttered 503 phonetically balanced sentences, 5030 sentences in total. In the reading-style speech, there are almost no silences over 1500ms. However, there are longer silences than 1500ms in conversation-style speech. This indicates that there are two types of silence, not only the silence as a pause in utterances, but also the silence as a period when the speaker is listening to another speaker by turn-taking or thinking about what to say next. From Fig. 3, we defined that 1500ms or longer silences are those that are not pauses in an utterance. We used this definition in the following experiment.

3.3. Choice of utterance unit for conversational speech

By taking account of the above discussion, we consider three kinds of utterance unit for conversational speech. The first utterance unit is a portion segmented by 200ms or longer silences. Although this unit is used as the basic unit of transcription in CSJ, the resultant segmented utterances are relatively short, and there are a lot of fragmented speech including only one word. The second one is a portion segmented by 1500ms or longer silences that can be regarded as a boundary of pause and non-pause silence from the previous experimental results. The third one is a combination of the second one and the clause, that is, segmentation by 1500ms or longer silences and clause boundaries. When using the second utterance unit, some utterances became too long and were perceived as unnatural. We expect that the use of the clause information can segment such utterances appropriately and make utterance units more natural.

3.4. Perceptual naturalness of segmented speech

We evaluated naturalness of speech samples of CSJ segmented by the three kinds of utterance unit described in Sect. 3.3. Five participants listened to the speech samples, and judged whether the utterance sounded “natural” or “unnatural.” Each participant evaluated randomly chosen 60 samples for each utterance unit. The result of all speakers’ total is shown in Fig. 4. The score is the rate of the utterances evaluated as “natural” or “unnatural” to
the total of evaluated utterances. From the result, it can be seen that the utterances segmented with 200ms or longer silences have low naturalness, and that the utterances segmented with 1500ms or longer silences and clause boundary have higher naturalness than the others. Therefore we use the utterance unit determined by the clause boundaries with 1500ms or longer silences in the following experiments.

4. Experiments

4.1. Experimental conditions

Speech signals were sampled at a rate of 16kHz and windowed with a 5ms shift. The feature vector consisted of 25 mel-cepstral coefficients including zeroth coefficient obtained by STRAIGHT [12] and log F0, and their delta and delta-delta coefficients. We used hidden semi-Markov model (HSMM) [13] which has explicit duration distributions. The model topology was 5-state left-to-right context-dependent HSMMs without skip paths. Each state had a single Gaussian distribution with a diagonal covariance matrix. For training and testing, we used the phonetic and prosodic context labels automatically converted from the labels given in CSJ database.

For the training of the reading-style average voice model, we used professional narrators of ATR Japanese database set B. We examined the following four types of average voice model:

- CONV50: Average voice model trained with 5 speakers’ conversational speech of 10 minutes for each speaker, 50 minutes in total. The five speakers used in the training were different from the target speakers.
- READ50: Average voice model trained with 5 speakers’ reading-style speech of 10 minutes for each speaker, 50 minutes in total. The speakers were 4 males (MHO, MMY, MSH, and MYI) and 4 females (FKN, FKS, FTK, and FYM).
- READ240: Average voice model trained with 8 speakers’ reading-style speech of 30 minutes for each speaker, 240 minutes in total. The eight speakers were males (MHO, MMY, MSH, and MYI) and females (FKN, FKS, FTK, and FYM).
- TWO-STAGE: Conversation-style average voice model obtained by two-stage model adaptation. For reading-style speech, we used the same one as in READ240, and for conversational speech data of multiple speakers, we used the same one as in CONV50.

In the training stage of the average voice models, the shared-decision-tree-based context clustering (STC) algorithm [14] and the speaker adaptive training (SAT) [15] were applied to normalize the influence of speaker differences among the training speakers. In the speaker adaptation, we used the combination of constrained structural maximum a posteriori linear regression (CSMAPLR) and MAP adaptation [8]. In the performance evaluation, we used one female (ID: 463) and one male (ID: 471) speakers in CSJ. We performed 2-fold cross-validation tests using utterances of 5 minutes that were not included in the adaptation nor training data.

4.2. Objective evaluation

To objectively assess the proposed technique, we calculated the distortions of generated spectrum, F0, and phoneme duration of synthetic speech against those of target speaker’s original speech. Figures 5 shows the average cepstral distance, root mean square (RMS) error of log F0, phoneme duration, respectively, when changing the amount of training data from 1 minute to 5 minutes.

By comparing READ50 and CONV50 which had almost the same amount of training data for average voice model, we can see that CONV50 gave much better performance than READ50. This implies that the acoustic similarity of the speaking styles and spontaneity improves the adaptation performance. However, the performance of the reading-style average voice model was also improved by increasing the amount of training data, and a rich amount of contexts in the training data is effective in the reproducibility of acoustic features even if the styles of training data is different. Moreover, it was found that the adaptation performance of READ240 was enhanced by using the two-stage model adaptation.

4.3. Subjective evaluation

We evaluated subjectively the naturalness and spontaneity of the synthetic speech of the three methods, READ240, CONV50, and TWO-STAGE. We generated speech samples from the adapted models using 5 minutes utterances. Six participants were requested to make a rating from five choices: 5: excellent, 4: good, 3: fair, 2: poor, and 1: bad. Each participant evaluated 20 utterances for each method, randomly chosen from synthetic speech samples used for the objective evaluation.

The average scores of all votes in mean opinion score (MOS) are shown in Fig. 6. The error bar represents a 95% confidence interval of each score. The objective evaluation results showed that CONV50 gave the best performance in the reproducibility of the spectral and duration features, whereas the naturalness and spontaneity of CONV50 were the lowest of all three methods. A possible reason is that the F0 distortion in the case of CONV50 was worst of three methods, and this caused crucial degradation of the perceptual naturalness. In contrast, the performance of READ240 was better than CONV50 because of the sufficient amount of training data. Moreover, although there is not a significant difference of naturalness between READ240 and TWO-STAGE, the average score was slightly improved by using the two-stage model adaptation.

5. Conclusion

This paper presented the choice of an utterance unit for conversational speech and a technique synthesizing conversational spontaneous speech under condition where target speaker’s available speech is limited. From the experimental results, the utterance units segmented by 1500ms or longer silences and the clause boundaries were perceived more natural as a conversational utterance unit. A two-stage model adaptation technique, style adaptation from reading-style to conversation-style and speaker adaptation from average voice to target speaker was proposed and evaluated objectively and subjectively. From the evaluation results, the two-stage model adaptation method can improve the naturalness to the method using the average voice models trained by only reading-style speech and only conversational speech, respectively.

---

1 Several speech samples used in the test are available at http://www.kbys.ip.titech.ac.jp/demo/te2010/koriyama/
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