Efficient Three-stage Pitch Estimation for Packet Loss Concealment

Xuejing Sun and Sameer Gadre
Cambridge Silicon Radio
Auburn Hills, MI 48326 U.S.A
{xuejing.sun, sameer.gadre}@csr.com

Abstract

This paper presents a low-complexity pitch estimation algorithm for packet loss concealment. The algorithm divides the pitch estimation into three stages with each additional stage providing further accuracy. Compared with a system based on G.711 Appendix I, the proposed algorithm requires approximately 32 percent fewer cycles on a DSP processor integrated in a Bluetooth chip. Furthermore, objective evaluation of the voice quality using PESQ showed the algorithm yields substantially higher scores.
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1. Introduction

Packet loss occurs frequently in wireless or VoIP communications under adverse connection conditions. Lost packets result in clicks and pops or other audible artifacts that greatly degrade the perceived speech quality and intelligibility for the listener. It can render speech totally unrecognizable at high loss rates.

Packet Loss Concealment (PLC), also known as frame erasure concealment (FEC), generates a synthetic speech signal to cover missing data (erasures) in a received bit stream. Many PLC methods have been proposed in the past [1], among which pitch based waveform substitution is highly popular due to its relative simplicity and good performance [2]. Using the quasi-periodic property of speech signals, the basic idea of such systems is to fill the gap using a waveform segment that is one or integer multiple pitch periods apart from the gap. The accuracy of pitch detection naturally has a crucial impact on the quality of PLC systems. However, many pitch estimation algorithms are too computationally prohibitive for PLC applications even though they show good pitch detection performance. Instead, time domain correlation based metrics are often employed due to the good trade-off between complexity and performance.

Commonly used methods include Normalized Cross-Correlation (NCC) [2], Sum of Squared Difference (SSD) [3], and Average Magnitude Difference Function (AMDF) [4]. For embedded devices a direct calculation of these functions is still too computationally expensive and various methods have been proposed to reduce their processing load. One frequently adopted approach is to perform pitch estimation in two phases [2][5][6]. G.711 Appendix I [2] is a widely used PLC algorithm. In this method, a coarse search is first performed on a 2:1 decimated signal, and then a finer search is performed in the vicinity of the peak of the coarse search. A decimated bisectional pitch refinement procedure is proposed in [5] to further reduce the complexity of the second phase. In [6], a two-phase system is proposed in which a pattern matching method is described to refine pitch accuracy in the second phase. Although these approaches reduce the number of calculations the algorithms require, the computational complexity associated with estimating the pitch period remains a problem. This is a particularly pertinent problem for battery powered devices using Bluetooth. To further reduce pitch detection complexity, this paper proposes a highly efficient three-stage pitch determination algorithm suitable for packet loss concealment. In the first stage, pitch is calculated within a very narrow range. Then the multiples of the estimated pitch are checked in the extended range in the second stage. In the third stage a pitch refinement is performed to minimize the mismatch during cross-fading at the boundaries. The remainder of this paper is organized as follows. Section 2 describes the three-stage algorithm in detail. Simulation results and complexity analysis are presented in section 3. Finally, conclusions are discussed in section 4.

2. Algorithm description

2.1. Stage one

Many pitch estimation metrics can be used for the first stage. In this instance, NCC is chosen to calculate pitch, similar to [2], even though empirically it has been found that SSD and AMDF provide comparable performance. The definition of NCC is shown below:

$$NCC(\tau) = \frac{\sum_{n=0}^{(N/2)-1} x[t+n]y[t+n-\tau]}{\sqrt{\sum_{n=0}^{(N/2)-1} x^2[t+n] \sum_{n=0}^{(N/2)-1} y^2[t+n-\tau]}}$$

where $\tau_{\text{min}} \leq \tau \leq \tau_{\text{max}}$ and $N$ is the number of signal samples involved in the calculation.

The best pitch lag is then obtained as

$$\tau_0 = \arg \max_{\tau} NCC(\tau)$$

Conventionally the pitch range ( $\tau_{\text{min}}$ to $\tau_{\text{max}}$ ) should be reasonably large to cover the typical human voice pitch, e.g. [50, 400] Hz in [6]. For PLC, however, the exact pitch is not always needed as pitch multiples are often sufficient. In the proposed algorithm, a much narrower pitch range of just one octave is used with the low bound corresponding to the lowest expected pitch of human speech. For instance, a range of [75, 150] Hz can be used which at a sampling rate of 8kHz corresponds to approximately 106 samples for $\tau_{\text{max}}$ and 53 samples for $\tau_{\text{min}}$, respectively. Using such a narrow pitch range considerably reduces the number of calculation cycles when compared with a full pitch range. Similar to [2], the input signal is also decimated by a factor of 2, which
automatically decimates \( \tau \). Thus, the overall reduction is approximately a factor of four.

The numerator of (1) can be efficiently computed using a fast multiply-accumulate (MAC) operation, which is available in a typical DSP processor such as CSR’s Kalimba [7]. To avoid calculating the relatively expensive square root function in the denominator, the following approximation is used:

\[
NCC_i(\tau) = \frac{\sum_{n=-N/2}^{(N/2)-1} x[t+n]x[t+n-\tau]}{\sum_{n=-N/2}^{(N/2)-1} x^2[t+n-\tau]}
\]  

(3)

The term \( \sum_{n=-N/2}^{(N/2)-1} x^2[t+n-\tau] \) can be efficiently computed in a recursive manner [2]. It is worth noting that the division operation required in the NCC calculations requires only a single cycle instruction on the CSR Kalimba DSP due to the parallelized divide operation.

With a subset of pitch range that covers only low pitch values, the detected pitch period could be a multiple of the “true” pitch period. In many cases this does not pose serious issues for packet loss concealment as speech is considered almost periodic within a short term. However, when there are fast pitch variations, it is preferable to use the “true” pitch period instead of its multiples to minimize the mismatch during waveform substitution. The pitch refinement in the second stage is designed to tackle this issue.

### 2.2. Stage two

In the second stage, the candidate pitch lag value \( \tau_0 \) is refined by checking pitch multiples, a process similar to that in [8]. If we let \( \tau_{\min} \) denote the new minimum pitch lag, the new pitch lag candidate \( \tau_i \) is obtained by dividing \( \tau_0 \) with an integer, as shown below:

\[
\tau_i = \max\left( \frac{\tau_0}{i} + 0.5, \tau_{\min} \right)
\]  

(4)

Where \( i = 1, 2, 3, \ldots, \frac{\tau_{\min}}{\tau_0} \). \( \tau_{\min} \) generally corresponds to the maximum pitch value in a typical pitch detector. For example, if the target pitch is as high as 400 Hz, \( \tau_{\min} \) would be 20 samples at a sampling rate of 8kHz. Since \( \tau_{\min} \) defined in Stage one is 106, the maximum number of additional pitch candidates to check is only 106/20=5. This represents a substantial saving compared to a single stage pitch calculation using a larger pitch range.

The new best pitch lag value is thus determined through evaluating \( \tau_i \) against Eq. (1) using the following pseudo code as shown in Figure 1, where \( \alpha \) is a constant with a typical value between 0.9 and 1. Note that since we use NCC (in contrast to autocorrelation) where the number of samples involved in the calculation is constant, the estimate is unbiased. Hence an \( \alpha \) value less than one makes the algorithm slightly favor pitch multiples, i.e. shorter pitch periods.

\[
\begin{align*}
\tau_0 &= \tau_0 \\
\text{for } i &= \left[ \frac{\tau_{\min}}{\tau_0} \right], 2 \\
\text{if } NCC_i(\tau_i) &= \alpha \cdot NCC_0(\tau_0) \\
\tau_i &= \tau_i \\
\text{break}
\end{align*}
\]

end

Figure 1: Pseudo code for pitch refinement.

The above pseudo code exits as soon as a pitch multiple is found that satisfies the condition \( NCC_i(\tau_i) > \alpha \cdot NCC_0(\tau_0) \). Alternatively, all the pitch multiples can be evaluated and the best candidate \( \tau_i^0 \) is selected as

\[
\tau_i^0 = \arg\max_{\tau_i} NCC_i(\tau_i)
\]  

(5)

This method potentially yields more accurate pitch values but at higher computational cost.

In practice, particularly for a highly resource limited platform such as a Bluetooth headset, only one pitch multiple is checked at max(\( \frac{\tau_0}{2} + 0.5, \tau_{\min} \)) for maximum efficiency, which is also the setting used in the simulation described later in section 3.

### 2.3. Stage three

The estimate of the pitch period calculated in the second stage, \( \tau_0^* \), is optimal in the sense of maximizing the NCC metric. However, on insertion into a voice signal, a replacement packet, that has been generated based on the estimated pitch period, may still contain discontinuities at the boundaries with the audio samples on either side of it. These discontinuities occur because voice signals are not truly periodic.

Typically, cross-fading of the signals on either side of a lost packet is used to reduce the discontinuity at the boundary [2]. This is sometimes referred to as an overlap-add (OLA) operation. In the OLA operation, the ending portion of the signal prior to the degraded packet is multiplied by a down-sloping ramp. This provides a fade out of the signal. The beginning portion of the audio following the degraded packet is multiplied by an up-sloping ramp, to provide a fade in. The current algorithm achieves this using a triangular window. If the overlap length is \( L \), the window length \( M \) is typically \( 2L \). The overlap length determines how much cross-fading is performed at the boundary. It is normally shorter than the packet length. For example, a common packet length in Bluetooth is 30 samples (HV3/EV3 packet types) at 8 kHz sampling rate [9]. In this case, an overlap length of 10 samples is used to perform cross-fading at the boundary. In contrast to [2], the OLA length is fixed for efficiency and ease of system implementation.

Despite use of an OLA operation, discontinuities often remain a problem and are noticeable as artifacts in the regenerated output voice signal. The third stage of this method is therefore designed to reduce the mismatch between the two segments used for the OLA operation by refining pitch
lag values around $\tau'_0$. The operation resembles the pattern matching process used by [6] but is more explicitly applied to the OLA segments. First, several quantities are defined below to facilitate illustration:

$t_1$: start of the lost packet

$t_2$: end of the lost packet

$L$: overlap-added (OLA) length

$\tau_j$: a candidate pitch lag value

$k$: fine pitch search range

For each candidate pitch lag value $\tau_j$, the Sum of Squared Difference (SSD) is computed, which includes the signal segment just before the gap and the corresponding signal that is $\tau_j$ samples away:

$$D_1(\tau_j) = \sum_{n=1}^{L} (x[n] - x[n - \tau_j])^2$$

(6)

where $\tau'_0 - k \leq \tau_j \leq \tau'_0 + k$

For 8 kHz sampling rate, $k=4$ is found to be sufficient. To further reduce complexity, only every other pitch candidate $\tau_j$ in the range of $[\tau'_0 - k, \tau'_0 + k]$ is evaluated. This results in a set of pitch candidates given by $[\tau_0 - 4, \tau_0 - 2, \tau_0, \tau_0 + 2, \tau_0 + 4]$. Such decimation does not show any noticeable negative impacts. The optimal pitch is then selected that minimizes the SSD function:

$$\tau'_0 = \arg\min_{\tau_j} D_1(\tau_j)$$

(7)

If $L$ future samples after the gap are available, a second value can be computed in a similar manner:

$$D_2(\tau_j) = \sum_{n=1}^{L} (x[n] - x[n + \tau_j])^2$$

(8)

The final best pitch lag is then selected which minimizes the overall difference:

$$\tau'_0 = \arg\min_{\tau_j} \frac{D_1(\tau_j) + D_2(\tau_j)}{2}$$

(9)

In [2] and [5], the pitch refinement is performed using the same NCC function where $N$ samples are needed. In the case presented here only $L$ samples are involved in the distance calculation. For an 8kHz sampling rate, $N$ is typically in the order of several hundreds while $L$ is normally below 30 samples. Furthermore, by evaluating pitch using cross-fading segments, the discontinuities at the boundaries can be minimized which results in better voice quality.

3. Experiments and results

To evaluate the effectiveness of the proposed algorithm, the ITU standard PESQ (Perceptual Evaluation of Speech Quality) [10] is used as an objective measure. It should be noted that in this paper the PESQ MOS-LQO score [11] is reported, which is converted from the raw PESQ score to allow a linear comparison with MOS. Clean speech files were selected from NOIZEUS [11], which contains 30 IEEE sentences (spoken by three male and three female speakers). The files were corrupted by dropping frames of audio samples at random locations within the files and the gaps were filled by repeating the last good sample. Loss rates of 5%, 10%, 15%, and 20% were used. Packet sizes of 30 samples and 60 samples at a sample rate of 8kHz were chosen, which correspond to the maximum packet length of HV3/EV3 and 2-EV3 packet types in the Bluetooth protocol [9]. To evaluate the overall system performance as well as the impact of each refinement stage, the corrupted files were processed using several different versions of the algorithm:

Baseline: the pitch range was set to [66, 200] Hz, which is the range used in G.711 Appendix I [2]. No decimation was used. This was treated as a reference system as it has a larger pitch range and higher resolution for pitch estimation. It also serves as an upper bound for the actual G.711 algorithm.

Stage 1: Use stage 1 of the proposed algorithm with a pitch range of [75, 150] Hz.

Stage 1+2: Use stage 1 and stage 2 of the proposed algorithm with a pitch range of [75, 150] Hz.

Stage 1+3: Use stage 1 and stage 3 of the proposed algorithm with a pitch range of [75, 150] Hz.

Stage 1+2+3: Use the complete algorithm including stage 1, 2, and 3. The pitch range is [75, 150] Hz.

Besides the differences listed above, these systems were strictly the same.

Figure 2 shows the PESQ MOS-LQO improvement over the corrupted signal (unprocessed) for a 30-sample packet size. This was derived by subtracting the PESQ scores of unprocessed signals from the scores of the various processed signals. Relative score, rather than the absolute, is presented in order to highlight the comparative performance of proposed algorithm over the baseline G.711 algorithm. Similarly Figure 3 shows the results for a 60-sample packet size.

![Figure 2: PESQ MOS-LQO improvements of packet loss concealment algorithms for packet size 30-sample at various loss rates](image-url)
loss rates, with stage three providing more significant benefits. It is interesting to note that for a packet size of 30 samples, the system with only stage one and stage three outperforms the baseline in all four packet loss conditions. This is only observed at 20 percent loss rate for a packet size of 60 samples. Overall, all systems perform better with the smaller packet size 30.

![PESQ MOS-LQO improvements of packet loss concealment algorithms for packet size 60-sample at various loss rates](image)

Figure 3: PESQ MOS-LQO improvements of packet loss concealment algorithms for packet size 60-sample at various loss rates

Consistent with the objective measurements, informal listening tests also showed that the system yields significantly better voice quality over the default muting or repeating sample schemes typically used by the Bluetooth CVSD codec.

The algorithm has been implemented on CSR’s Kalimba DSP processor [7] for Bluetooth voice communication. To demonstrate the saving of computation, Table 1 presents the assembly instruction cycle count for the proposed algorithm and that of G.711 Appendix I. For the latter, Stage 1 employs a coarse pitch search over a pitch range from 66 Hz to 200 Hz and a fine pitch search is performed over range of -1 to 1 in Stage 2 [2]. It should be noted that the approximation form, as in Eq. (3), was used in estimation for both methods. The original formula used by G.711 Appendix I would be more computationally expensive on a fixed point platform due to the square-root operation. As demonstrated by Table 1, the estimated savings compared to the similarly decimated G.711 Appendix I approach are approximately 32 percent.

Table 1. Instruction cycle count for G.711 Appendix I and the proposed algorithm

<table>
<thead>
<tr>
<th></th>
<th>G711</th>
<th>Proposed</th>
<th>Saving Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1</td>
<td>5940</td>
<td>3720</td>
<td>37.37</td>
</tr>
<tr>
<td>Stage 2</td>
<td>580</td>
<td>250</td>
<td>56.90</td>
</tr>
<tr>
<td>Stage 3</td>
<td>n/a</td>
<td>460</td>
<td>n/a</td>
</tr>
<tr>
<td>Total</td>
<td>6520</td>
<td>4430</td>
<td>32.06</td>
</tr>
</tbody>
</table>

4. Conclusions

A highly efficient three-stage pitch estimation algorithm for packet loss concealment has been described. In stage one, pitch is calculated on the decimated signal in a very narrow range. Stage two selects the best pitch candidate based on the pitch determined in stage one and its integer multiples. In stage three the pitch is further refined by selecting the pitch that minimizes distortion at the concatenation boundary where an overlap-add is performed. Simulation results from an objective measure (PESQ) demonstrate that the proposed algorithm consistently outperforms the G.711 style pitch calculation with significantly lower computational cost. Future work will include more comprehensive evaluation of the algorithm under real Bluetooth communication environment prone to bursty errors.
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