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Abstract

The paper presents the module for automatic generation of prosodic features of synthesized speech, namely, f0 targets and phonetic segment durations, within the speech synthesizer AlfaNumTTS, the most sophisticated speech synthesis system for Serbo-Croatian language to date. The module is based on regression trees trained on a studio recorded single speaker database of Serbo-Croatian. The database has been annotated for phonemic identity as well as a number of prosodic events such as pitch accents, phrase breaks and prosodic prominence. Besides the traditional description of the intonational phonology of Serbo-Croatian through four distinct accent types, within this study we have examined the possibility of representing them as tonal sequences, which has been suggested in recent linguistic literature. The results obtained confirm that the four accents can indeed be reduced to sequences of high and low tones without loss of quality, provided that phonemic length contrast is preserved.
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1. Introduction

AlfaNumTTS is a concatenative speech synthesizer for Serbo-Croatian language developed at the Faculty of Technical Sciences, University of Novi Sad, Serbia1 [1]. The paper will present the module for automatic prediction of prosodic features of synthesized speech based on regression trees, used within the AlfaNum speech synthesizer. The concept of classification and regression trees (CART) [2] has so far been successfully used to treat this problem for a variety of languages (cf. e.g. [3] and [4] for f0 prediction and [5-9] for phonetic segment duration prediction). Being a less-resourced language, and one of the few pitch-accent languages of Europe, Serbo-Croatian has proven to be especially challenging from the point of view of the development of spoken language technologies.

The remainder of the paper is organized as follows. Section 2 will describe the Serbo-Croatian language with emphasis on its particularities relevant to automatic prosodic prediction. Section 3 will give a brief description of AlfaNumTTS as well as speech and language resources it relies on. The speech database used for the experiment as well as the conventions used in its annotation will be described in detail. Section 4 will present the system for automatic prosodic prediction for Serbo-Croatian based on regression trees, including a comparison of the traditional paradigm of four distinct lexical pitch accents and two novel approaches suggesting that they can be effectively represented as tonal sequences. This section will also include the results of subjective and objective evaluation of the quality of synthesized speech carrying automatically generated prosody. The concluding section will discuss the results and give an outline of the future work.

2. The Serbo-Croatian language

The term Serbo-Croatian refers to a group of mutually intelligible South Slavic languages (or, alternatively, a South Slavic language with several standard versions) with cca 16 million speakers living across the region of the Western Balkans. Both alphabets it uses (Cyrillic and Latin) are very close to phonemic, making the task of phonetic transcription relatively easy. However, it is a highly inflected language, for which traditional grammars list e.g. seven cases and three genders for nouns and adjectives, as well as seven tenses and three moods for verbs.

The greatest obstacle to the realization of natural-sounding synthetic speech in Serbo-Croatian comes from its complex system of accentuation. Excluding Slovene, Serbo-Croatian is the only Slavic language with a pitch accent, which is a linguistic term of convenience for a variety of restricted tone systems that use variations in pitch to give prominence to a syllable or mora within a word. Unlike languages such as English, German or Italian, which use pitch for pragmatical highlighting, Serbo-Croatian assigns pitch accent at the level of lexicon and uses it to differentiate between word meanings or values of morphological categories. Traditional grammars of Serbo-Croatian define pitch accent through four distinct accent types [10], which involve a rise or fall in pitch to give prominence to a syllable or mora within a word. Unlike languages such as English, German or Italian, which use pitch for pragmatical highlighting, Serbo-Croatian assigns pitch accent at the level of lexicon and uses it to differentiate between word meanings or values of morphological categories. Traditional grammars of Serbo-Croatian define pitch accent through four distinct accent types [10], which involve a rise or fall in pitch to give prominence to a syllable or mora within a word. Unlike languages such as English, German or Italian, which use pitch for pragmatical highlighting, Serbo-Croatian assigns pitch accent at the level of lexicon and uses it to differentiate between word meanings or values of morphological categories. Traditional grammars of Serbo-Croatian define pitch accent through four distinct accent types [10], which involve a rise or fall in pitch to give prominence to a syllable or mora within a word. Unlike languages such as English, German or Italian, which use pitch for pragmatical highlighting, Serbo-Croatian assigns pitch accent at the level of lexicon and uses it to differentiate between word meanings or values of morphological categories. Traditional grammars of Serbo-Croatian define pitch accent through four distinct accent types [10], which involve a rise or fall in pitch to give prominence to a syllable or mora within a word. Unlike languages such as English, German or Italian, which use pitch for pragmatical highlighting, Serbo-Croatian assigns pitch accent at the level of lexicon and uses it to differentiate between word meanings or values of morphological categories. Traditional grammars of Serbo-Croatian define pitch accent through four distinct accent types [10], which involve a rise or fall in pitch to give prominence to a syllable or mora within a word.
rising: L*+H), where the first, starred tone is anchored to the stressed syllable, and the other tone is trailing. Pitch variation is thus realized as the sequence of two tones, and a sparse specification of tones at the surface structure is assumed. Two word-initial boundary tones (%L and %H) are also introduced, in order to account for the behavior of \( f_b \) at word boundaries, with the latter also being related to focus signaling.

On the other hand, in [12], pitch accent is claimed to be a property of the mora, which is the tone bearing unit, and tones are fully specified at the surface structure. Furthermore, there are also significant differences related to the representation of specific accents as tonal sequences. For example, a trisyllabic word with short vowels carrying the L*+H tonal sequence anchored to the first syllable in [11] is assigned an H-H-L tonal sequence in [12]. Moreover, since in [12] tones are attributed to morae rather than syllables, differences become even more prominent when words with long vowels are considered.

On the phrasal level, earlier analyses of Serbo-Croatian prosody identify three different intonational contours, corresponding to (1) declarative utterances, (2) prosodic questions (with syntax of a declarative statement) and (3) the vocative chant, while in [11] two additional ones have been introduced: (4) signaling of continuation and (5) yes-no question. Based on these assumptions, and according to the ToBI standard, [11] introduces two phrase accents (Ø− and LH+) and three intonational phrase boundary tones (H%, L% and HL%) in order to describe the observed intonational contours.

Most recent analyses of Serbo-Croatian prosody recognize the phonological word and the intonational phrase as the prosodic constituents in Serbo-Croatian. While the pitch range of each phonological word in an intonational phrase is generally smaller than the one of the preceding word, whenever a phrase contains a relatively large number of phonological words (in [11] it is reported to be more than 5), the downstepping trend is interrupted by the adjustment of the pitch range to a higher level in order to allow the speaker to sustain the remaining text within the phrase. While there is some freedom to the choice of the placement of this adjustment, it often coincides with boundaries between major syntactic constituents. The above-mentioned analyses, however, fail to interpret this result as the evidence of a hierarchical prosodic structure within an intonational phrase. The system of prosodic annotation introduced in the following section attempts to account for the variable extent of pitch range adjustment by introducing multiple levels of prosodic phrase boundaries.

3. Overview of the AlfaNumTTS system and the speech database

This section will give a brief description of the AlfaNumTTS speech synthesizer and the speech and language resources it is based on, with special emphasis on the speech database used for the training of the automatic prosody generation module and the conventions used in database annotation.

Most tasks related to high-level synthesis within AlfaNumTTS, including phonetization, part-of-speech (POS) tagging (with the assignment of lexical pitch accent) and the detection of prosodic events such as prosodic phrase boundaries and prominence from text, are carried out by expert systems. Namely, POS tagging relies on a morphological dictionary containing 100,000 lemmas (3.9 million lexical forms), and lexical disambiguation is based on a combination of hand-written grammar rules and transformation rules automatically inferred from a corpus of 200,000 words of previously POS-tagged text [14]. As to the detection of prosodic phrase boundaries and prosodic prominence from text (assignment of specific prosodic markers to POS-tagged text), the current version of the system relies on hand-written rules. Due to the complexity of the general problem of prediction of focus or deaccentuation from POS-tagged text, the system is restricted to assigning prominence markers only in the most obvious cases.

Because of a certain degree of freedom in the choice of positions of both prosodic boundaries and prominence/deaccentuation, no objective assessment of the accuracy of the prosodic marker assignment module is possible, but its positive impact on the naturalness of synthesized speech has been confirmed through subjective evaluation [15]. However, for the purposes of this study prosodic markers have been assigned manually, since it was our intention to evaluate the accuracy of prosody generation at the acoustic level only.

Automatic prediction of prosodic features of speech at the acoustic level (\( f_b \) targets and phonetic segment durations) is based on regression trees trained on a large speech database, which is used for low-level synthesis as well. The database contains 4875 sentences (approximately 4 hours of speech) uttered by a single female voice talent, a professional radio announcer using the ekavian standard pronunciation of Serbo-Croatian. General intonation in the database ranged from neutral to moderately expressive, and the effort was made to keep the speech rate approximately constant. The database was recorded in a sound-proof studio and sampled at 44 kHz.

The database has been annotated with both phonological and phonetic markers (phonemic identity and specific information related to the manner of articulation) as well as markers related to prosody (lexical pitch accents, prosodic phrase boundaries and prosodic prominence). In cases of phones whose articulation consists of more than one phonetically distinct phase (such as occlusion and explosion of stops or vocalic and non-vocalic segments of the vibrant R), annotation was carried out on a sub-phonemic level. Phonemic/phonetic annotation was carried out semi-automatically (AlfaNumASR speech recognition system [16] was used for time-alignment of phone labels, and the results have been inspected and corrected manually), while prosodic annotation was entirely manual. In both cases manual annotation was carried out using AlfaNum SpeechLabel software.

Prosodic annotation included the following:
- marking of the accented vowel of phonological words (in terms of traditional pitch accents) as well as post-accent lengths;
- marking of prosodic phrase boundaries and intonational phrase boundary tones as proposed in [11] (no instance of HL%, the “calling contour”; was found in the database);
- marking of prosodic prominence of particular phonological words (two markers: F+, signaling positive focus of semantically crucial words, and F−, signaling deaccentuation of words representing ‘given’ information or function words originally accented).

Each word in the speech database was also lemmatized and POS tagged, but most of this information is not used in prosody prediction. The inventory of prosodic labels also includes markers reserved for lexical accents, prosodic phrase boundaries and prominence that the labeler was unsure of, preventing debatable phone/prosodeme instances from being used for training.

4. Automatic Prosody Generation

\( f_b \) target points and phonetic segment durations, the principal prosodic features necessary for synthesis of natural-sounding speech, are generated using independent regression trees. The database of 4 hours of recorded speech provides approximately 517,000 phoneme instances for training.
4.1. Experiments

In the absence of a specific acoustic model of intonation for Serbo-Croatian, \( f_0 \) targets are predicted directly. The prosody generation module predicts the values of \( f_0 \) at 1/6, 3/6 and 5/6 of the predicted duration of each voiced phone, first time derivatives of \( f_0 \) at the same locations, as well as the difference of \( f_0 \) between mid-points of successive vowels. At no point is the entire \( f_0 \) curve generated, and the interpolation between \( f_0 \) targets is in fact postponed to the low-level synthesis stage, where segments from the speech database are selected so as to fit the \( f_0 \) targets with minimum need for postprocessing. The prediction of phone durations is based on an independent regression tree operating on a set of features largely overlapping with the one used for \( f_0 \) target prediction. As the size of the database allows the use of an independent regression tree for each phoneme, the phoneme identity is determined within the root node of the duration predictor. The standard approach of predicting \( z \)-scores instead of actual phone durations is used [17].

Three individual experiments were carried out, with feature sets based on (E1) traditional four accent types, (E2) tonal sequences as proposed in [11] and (E3) tonal sequences as proposed in [12]. An overview of the most important features used is given in Table 2. For the purpose of the experiment, the accent labels in the database were automatically converted to appropriate tone sequences. The phrase accents proposed in [11] were not used in the experiment, as too few instances of HL– were encountered in the database, which contains quite little highly expressive speech. Practically all utterances in it carry the Ø– accent, typical of declarative phrases, wh-questions and non-emphatic yes/no questions. The transitional value of tone in E3 is related to the cases when at mid-point of a long (bimoraic) vowel the tone changes.

4.2. Results

Prosody features for 20 utterances withheld from the training data were generated and the resulting synthesized speech was subject to objective and perceptual evaluation. The performance of the prosody predictor was evaluated by objective measures RMSE (root mean square error), MAE (mean absolute error) and CC (correlation coefficient). The objective measures were calculated by the comparison of the actual values from the speech database and the values present in the voiced frames of the synthesized speech. The values of \( f_0 \) in the speech database were estimated using PRAAT, without any preprocessing that could have affected the objective measurement. Due to the mismatch in the actual durations of phonetic segments in the database and in the synthesized speech, the objective measures related to \( f_0 \) were calculated based on the difference between the values of \( f_0 \) at 1/6, 3/6 and 5/6 of the segment in the database and the synthesized speech.

The perceptual evaluation was carried out through listening tests where 20 listeners (native speakers) rated the TTS system performance in terms of naturalness of synthesized speech on a scale from 1 (unnatural, robotic speech) to 5 (speech with apparently natural prosodic features). The listeners were presented with three unmarked sound files per utterance, with prosody features generated according to E1, E2 and E3, in random order. The three versions of the utterance “A visok je deset centimetara.” (“And it is 10 centimetres high.”) are given in sound files E1.wav, E2.wav and E3.wav as an example.

It can be noted that the objective measurements related to phone durations have virtually identical values in all experiments, which is not surprising because the features which vary across the experiments are principally related to \( f_0 \) prediction.

### Table 2. Feature sets used in the training of regression trees.

<table>
<thead>
<tr>
<th>Feature sets used in the training of regression trees</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>General prediction features</td>
<td></td>
</tr>
<tr>
<td>lexical stress</td>
<td>stressed, unstressed</td>
</tr>
<tr>
<td>phrase boundary</td>
<td>weak, medium, strong, very strong, end of utterance</td>
</tr>
<tr>
<td>focus</td>
<td>F+ (prominence), F− (deaccentuation), none</td>
</tr>
<tr>
<td>position</td>
<td>position in relation to syllable (onset, nucleus, coda) and to cons./vowel clusters, distance to stressed syllable/word boundary/phrase boundary, measured in the num. of phones/morae/syllables/feet</td>
</tr>
<tr>
<td>other</td>
<td>num. of syllables in word, num. of syllables/words in foot/int. phrase, syllable structure, is function/content word</td>
</tr>
<tr>
<td>1. p. b. tones</td>
<td>H%, L%</td>
</tr>
<tr>
<td>Features specific to ( f_0 ) prediction in Experiment 1</td>
<td></td>
</tr>
<tr>
<td>accent</td>
<td>accent of the vowel/phonol. word (SF, SR, LF, LR, post-acc. length, none)</td>
</tr>
<tr>
<td>position</td>
<td>distance to specific accent measured in the number of syllables, accent of the previous/next foot</td>
</tr>
<tr>
<td>Features specific to ( f_0 ) prediction in Experiment 2</td>
<td></td>
</tr>
<tr>
<td>tone</td>
<td>H, L, none</td>
</tr>
<tr>
<td>length</td>
<td>short, long</td>
</tr>
<tr>
<td>position</td>
<td>distance to H/L tone measured in the number of syllables, tonal sequence of the previous/next foot (HL, LH)</td>
</tr>
<tr>
<td>Features specific to ( f_0 ) prediction in Experiment 3</td>
<td></td>
</tr>
<tr>
<td>tone</td>
<td>H, L, transition</td>
</tr>
<tr>
<td>length</td>
<td>short, long</td>
</tr>
<tr>
<td>position</td>
<td>distance to H/L tone measured in the number of morae, tonal sequence of the previous/next foot (HL, LH)</td>
</tr>
</tbody>
</table>

### Table 3. Results of predictor evaluation.

<table>
<thead>
<tr>
<th>measure</th>
<th>RMSE [Hz]</th>
<th>MAE [Hz]</th>
<th>CC</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_0 )</td>
<td>18.63</td>
<td>15.33</td>
<td>0.611</td>
<td>18.24</td>
<td>15.97</td>
<td>0.631</td>
</tr>
<tr>
<td>phone</td>
<td>15.85</td>
<td>12.02</td>
<td>0.912</td>
<td>16.11</td>
<td>12.26</td>
<td>0.910</td>
</tr>
<tr>
<td>durations</td>
<td>MOS</td>
<td>3.94</td>
<td>0.912</td>
<td>3.91</td>
<td>0.910</td>
<td>3.81</td>
</tr>
</tbody>
</table>
The results are somewhat better than those reported in most recent studies (cf. e.g. [5] for an informative overview), which may be explained by the following factors:

- the size of the database
- the absence of highly expressive content from the database
- the concerted effort to sustain a constant speech rate throughout the recording sessions
- the meticulous procedure of manual inspection of the alignment of phone labels, with precisely defined criteria for label positioning
- the use of markers intended for explicit prevention of the use of phones of apparently abnormal durations (due e.g. to speaker hesitation) in training; the markers were also used to exclude occasional bursts of particularly fast speech from training

Unlike the case of durations, the results of the objective evaluation of $f_0$ prediction do not compare favorably with state-of-the-art for some other languages (cf. e.g. [3] and [4]). There is practically no difference between the values of the objective measures of the three models, as was the case with durations, with the exception of the model examined in E3 (using tonal characterization given in [12]), where slightly inferior results were obtained. This difference is consistent with slightly lower marks in the perceptive evaluation of this model. It is, however, difficult to say to what extent this result is speaker-dependent having in mind current research methodology and available speech resources. It is our impression that the tone assignment system described in [11] is slightly better suited to modern Serbo-Croatian, and thus a better match to the contents of the speech database, as opposed to [12], which may be more typical of a traditional manner of speaking. However, the fact that the performances of all three models are very similar (in terms of both objective and perceptual evaluation) confirms the initial assumption that traditional accents can be modeled as tone sequences, allowing for the use of a standard prosody annotation scheme such as ToBI.

5. Conclusions and Outlook

The paper presents an integrated approach to fully automatic generation of prosodic features of synthesized speech in Serbo-Croatian, a language for which there exist mutually conflicting theories related to acoustic realization of pitch accent. Both $f_0$ targets and phonetic segment durations have been predicted using data-driven regression trees, and the results obtained are comparable to those reported in literature for other languages.

The results confirm well-known theoretical principles, such as phrase-final lengthening or the inverse dependency of phone duration from the number of syllables/words in the intonational phrase. Furthermore, the results of the $f_0$ target prediction according to tonal sequences confirm that traditional accent types of Serbo-Croatian can be successfully modeled as tone sequences, with a slight preference given to [11] over [12].

An important but often underestimated factor that may have a negative influence on prosody prediction accuracy is the speech rate. Namely, it is impossible for the speaker to sustain a constant speech rate regardless of the concentrated effort, especially if the database recording is carried out in multiple sessions. This is particularly harmful in view of the fact that speech rate variability affects both segment durations and $f_0$ target realization in a non-linear fashion. To the best of our knowledge, this issue has not been addressed in the related research in a systematic way, but it is, nevertheless, easily identified as the source of a considerable amount of variability in the leaves of the regression trees. It is for this reason that our future research will be oriented on robust estimation of speech rate and its incorporation into the CART model.
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