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Abstract

Different normalization methods are applied in recent Large Vocabulary Continuous Speech Recognition Systems (LVCSR) to reduce the influence of speaker variability on the acoustic models. In this paper, we investigate the use of Vocal Tract Length Normalization (VTLN) and Speaker Adaptive Training (SAT) in Multi Layer Perceptron (MLP) feature extraction on an English task. We achieve significant improvements by each normalization method and we gain further by stacking the normalizations. Studying features transformed by Constrained Maximum Likelihood Linear Regression (CMLLR) based SAT as possible input for MLP, further experiments show that MLP could not consistently take advantage of SAT as it does in case of VTLN.

Index Terms: GMM-HMM, VTLN, SAT, CMLLR, LVCSR, MLP, Dempster-Shafer

1. Introduction

In order to decrease the performance gap between speaker independent and speaker dependent modeling resulting from speaker variability, the following methods are widely applied in state-of-the-art automatic speech recognition (ASR) systems.

Vocal Tract Length Normalization: The differing vocal tract sizes of different speakers lead to shift of the formants in frequency spectrum. To compensate these shifts, the cepstral features are calculated by use of a warped frequency scale (e.g. by a piecewise linear warp). Using a generic speech model to estimate the warping factor for test data, a multi pass recognition could be avoided [1]. Moreover, in [2] it has been shown that VTLN could be performed as a linear transformation of the cepstral features.

Speaker Adaptive Training (SAT): To reduce the influence of irredundant variability on acoustic models —e.g. the speaker variability arising from the different physical attributes, accent, etc.— SAT is applied on the acoustic front-end during the construction of the ASR system [3, 4]. Using a preliminary acoustic model (AM) being trained on the original features, the features are linearly transformed with respect to the speaker by applying the CMLLR approach. Finally, the speaker adapted transformed features are used to train the speaker adapted AM. For recognition, the adaptation is based on the statistic collected from the previous pass (multi pass recognition).

Multi Layer Perceptron (MLP) features: In state-of-the-art Hidden Markov Model (HMM) based ASR systems the MLP based features have become a crucial component [5, 6] of the front-end techniques. Its strong gender and speaker normalization ability is well studied in the literature [7, 8]. To better fit to Gaussian Mixture Model (GMM) based AM, the MLP outputs are decorrelated after applying a logarithm (TANDEM theorem based combination rule) [9]. Providing complementary information, concatenation of the MLP based features and standard cepstral based features —like Mel Frequency Cepstral Coefficients (MFCC) or Perceptual Linear Prediction Coeff. (PLP)— results in better performance [4, 10]. As the MLPs are usually trained so that their outputs represent phoneme posterior probabilities, multiple MLP outputs could be combined by use of probabilistic rules [11, 12, 13].

According to our knowledge, no investigation on the contribution of all these three components (MLP, SAT, VTLN) in LVCSR task has been done yet. Moreover, the application of VTLN and SAT on MLP features based ASR is not consistent in the literature. Usually either the MLP features are not normalized or adaptation results are not presented. Therefore, we systematically investigate the effect of VTLN and SAT on cepstral features, MLP features, and on combined cepstral and MLP features. We also examine whether MLP could benefit from SAT transformed input features —like from a VTLN transformed input. The latter question has also not been studied in the literature yet.

The paper is organized as follows: Following the overview of related work in Section 2, Section 3 describes the training and testing corpora. Section 4 gives the details of the feature extraction methods used in the experiments. Section 5 reports the experimental setup followed by the results (Section 6). The paper closes with conclusions.

2. Related Work

In state-of-the-art GMM/HMM ASR systems the acoustic models are trained on cepstral features augmented by combined (multi-stream) MLPs features, where the MLPs are typically trained on short (~100 ms) and long (~1 sec) time series of critical band energies [8, 13, 14]. In [13] the Dempster-Shafer theorem based combination rule is introduced for ASR which is one of the most efficient methods to fuse MLP outputs.

As VTLN on cepstral features could be expressed as linear transformation [2], applying both VTLN and SAT does not result in accumulation of their contribution. Although the MLP features are proven to have good gender normalization ability the use of VTLN on the input is still suggested according to the results of [7].

In [4] the adapted augmented cepstral and MLP features outperform the cepstral features, although the relative improvement is less than without the adaptation. Previous related work [4, 10, 14, 15], did not exhaustively investigate the use of speaker normalized MLP features.

3. Corpus description

Within the European project Technology and Corpora for Speech to Speech Translation (TC-STAR) about 95 hours of manually transcribed English speech data of the European Parliament Plenary Session (EPPS) are collected. All data are
recorded with professional equipment and sampled with 16 kHz. The training of the AM as well as the training of the MLP is performed on 88h of acoustic data.

Table 1: EPPS training and testing corpus statistics

<table>
<thead>
<tr>
<th></th>
<th>EPPS</th>
<th>train</th>
<th>dev07</th>
<th>eval07</th>
</tr>
</thead>
<tbody>
<tr>
<td>total data</td>
<td>88h</td>
<td>3.2h</td>
<td>2.7h</td>
<td></td>
</tr>
<tr>
<td># running words</td>
<td>761k</td>
<td>40k</td>
<td>37k</td>
<td></td>
</tr>
</tbody>
</table>

The performance of the final systems has been evaluated on the EPPS development and testing data of 2007. Each corpus contains 3h of audio data and the development corpus has been used for tuning. Table 1 shows the corpus statistics of the training and testing data.

4. Feature extraction

In [3] the training of the MLP features of System3 is based on critical band energies (CRBE) of long time span only and no VTLN or SAT transformations are included in the MLP training process. We reconsider to update the feature extraction scheme based on [13].

First, the cepstral features are extracted from the audio file. The pre-emphasized power spectrum is computed every 10 ms over a window of 25 ms. After integration of the power spectrum—20 triangular filters are used, equally spaced on Mel-scale—the features are logarithmized. Finally, we compute the 16 MFCCs from the logarithmic CRBE and apply mean and variance normalization. Features within a sliding window of length 9 are projected by linear discriminant analysis (LDA) to a 45 dimensional subspace.

Now, we have trained two MLPs in parallel and have combined the phoneme posterior estimates by Dempster-Shafer [4]. The final posteriors are further transformed by logarithm and Principal Component Analysis (PCA). All MLPs are trained using cross-entropy criterion and approximate phoneme class posterior probabilities. All activations of the nodes within the output layer are transformed by the softmax function—all outputs sum up to 1—, whereas the sigmoid transfer function is applied in all other layers. 9 consecutive MFCC frames and its first and second derivatives are fed to the first MLP. The second posterior estimates are derived from a hierarchical processing of two MLPs. The input of the first MLP in this hierarchy is based on the fast modulation frequencies of the multi-resolution rasta filtering (MRASTA) [16] which are based on a temporal context of one second. Instead of the proposed PLP spectrum we use the Mel spectrum based CRBEs because former experiments have shown that CRBEs have performed slightly better. The second MLP within the hierarchy contains the slow modulation frequencies and the posterior estimates of the first MLP. The overall feature extraction is shown in Figure 1. Finally, the GHMM/HMM system is trained on the cepstral, MLP or on the concatenated features.

The feature extraction is changed slightly, when speaker adaptation is applied to the MLP training. The MFCC and MLP features are transformed by speaker adaptive matrices and are fed into a final MLP, see Figure 2.

5. Experimental Setup

The acoustic models for all systems are based on triphones with cross-word context, modeled by a 6-state left-to-right HMM. A decision tree based state tying is applied resulting in a total of 4500 generalized triphone states. The acoustic models consist of Gaussian mixture distributions with a globally pooled diagonal covariance matrix.

Instead of training of AMs from scratch an initial alignment created by the VTLN MFCC baseline model from [3] was used in estimation of the state-tying and in the first iterations.

The LDA matrix estimation of the cepstral features are performed in an iterative procedure. First, a phonetic decision tree is estimated on initial alignment followed by the LDA matrix estimation. Next, we repeat the decision tree and LDA estimation.

In the ML training first single Gaussian densities are estimated. Afterwards, depending on the results on the development set 7 or 8 splits are performed ending up with 500k or 1M Gaussians. We denote this training method as Speaker Independent (SI).

The filterbank underlying the CRBE extraction undergoes VTLN. The warping factor classifier is trained with cepstral features beforehand on the complete training corpus, where the warping parameter is estimated by a grid search in the range of 0.8 - 1.2 and a step size of 0.02 [17].

In order to compensate for speaker variations, we apply constrained maximum likelihood linear regression speaker adaptive training (SAT/CMLLR) in the second pass using the simple target approach. The speaker adapted AM are trained on the CMLLR transformed features similarly to SI. In recognition
the SAT matrices are estimated on the results of the previous recognition pass. This second pass training and testing is referred in the followings as Speaker Adapted (SA).

For training the MLPs, the number of nodes in the hidden layer is fixed to 5000. The final posterior estimates are logarithmized and are transformed by PCA, according to 95% of the variability.

In the experiments where MLPs are trained on SAT transformed features, the same two pass training and recognition process are run, in fact, as 3rd and 4th pass.

A 4-gram language model (LM) is used in recognition. The LM has been trained on the final text editions and verbatim transcriptions of the European Parliament Plenary Sessions.

### 6. Results

The different acoustic features are investigated with and without VTLN, and with or without SAT/CMLLR.

#### 6.1. Single Features System

In the first experiment the performance of the cepstral features—denoted as MFCC—and the MLP features—as shown in Figure 1—is compared. Since the MLP features are combined posterior estimates by Dempster-Shafer, these features are denoted as DS. In the case where VTLN is applied in the feature extraction, the notations change to MFCC\(_{\text{VTLN}}\) and DS\(_{\text{VTLN}}\). The absolute performance in Word Error Rate (WER) and the effect of VTLN expressed in relative improvement can be seen in Table 2.

<table>
<thead>
<tr>
<th>Features</th>
<th>dev07</th>
<th>eval07</th>
<th>dim/split</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>17.3</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>15.0</td>
<td>13.3</td>
<td></td>
</tr>
<tr>
<td>MFCC(_{\text{VTLN}})</td>
<td>16.5 (4.6)</td>
<td>15.9 (1.9)</td>
<td></td>
</tr>
<tr>
<td>DS(_{\text{VTLN}})</td>
<td>14.2 (5.3)</td>
<td>13.2 (2.2)</td>
<td></td>
</tr>
</tbody>
</table>

The Dempster-Shafer combined MLP outputs clearly outperform the MFCC in all cases. In the case of non-VTLN features, the absolute improvement of 2.3% corresponds to 13.3% relative improvement. In contrast, the MLP features based system in [3] does not achieve better performance than the MFCC based system. After SAT the improvement get smaller (rel. 7%), which corresponds to the results reported in the literature [4]. We also measured the efficiency of single (before Dempster-Shafer combination) MLP features yielding in slightly worse recognition performance compared to MFCC.

After SAT we achieve the same performance w.r.t WER for the MFCC\(_{\text{VTLN}}\) and the MFCC features, which corresponds to the conclusion of [2]. Although the VTLN properties of MLP are known, it is still worth to use VTLN on the input features of the MLP. The relative improvement related to VTLN is greater with the MLP features than with cepstral features on both the development and evaluation corpora in the first path. Even after the SAT, the improvement is still observed with MLP features, even though the gain is less than for the speaker independent model.

#### 6.2. Concatenated Features System

In the second experiment the performance of the concatenated cepstral features and MLP features is measured. The two systems are denoted as MFCC+DS and MFCC\(_{\text{VTLN}}\)+DS\(_{\text{VTLN}}\) with respect to the application of VTLN.

Results for the concatenation of two features with or without VTLN are shown in Table 3. In brackets the relative improvements produced by the VTLN are reported.

<table>
<thead>
<tr>
<th>Features</th>
<th>dev07</th>
<th>eval07</th>
<th>dim/split</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC+DS</td>
<td>14.0</td>
<td>11.7</td>
<td></td>
</tr>
<tr>
<td>MFCC(<em>{\text{VTLN}})+DS(</em>{\text{VTLN}})</td>
<td>13.1 (6.4)</td>
<td>12.1 (4.7)</td>
<td></td>
</tr>
</tbody>
</table>

The comparison of the single and the concatenated features is shown in Table 4. Providing complementary information, although both of the MFCC and MLP features are derived from the same critical band energies, the concatenation of the features without VTLN shows more than 6% relative improvement on the development set and more than 5% on the evaluation set in the first pass, compared to the best single features system (DS). In the case of VTLN features, the gain increases further up to 7% and 8% relative improvement. Furthermore, after the second pass the gap grows as well, between the best single features and the concatenated features. The application of the VTLN could mitigate the effect of SAT on the development set. Considering the MFCC features compared to the concatenated features, the relative improvements are more than 18% in all cases. According to [4, 8] the less improvement after the second pass is observed. However, the relative improvement slightly increases with the use of VTLN.

<table>
<thead>
<tr>
<th>Features</th>
<th>dev07</th>
<th>eval07</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC ↔ MFCC+DS</td>
<td>3.3</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>MFCC(<em>{\text{VTLN}}) ↔ MFCC(</em>{\text{VTLN}})+DS(_{\text{VTLN}})</td>
<td>3.4 (20.6)</td>
<td>2.7 (18.9)</td>
<td></td>
</tr>
<tr>
<td>DS ↔ MFCC+DS</td>
<td>1.0</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>DS(<em>{\text{VTLN}}) ↔ MFCC(</em>{\text{VTLN}})+DS(_{\text{VTLN}})</td>
<td>1.1 (7.7)</td>
<td>1.3 (10.1)</td>
<td></td>
</tr>
</tbody>
</table>

Nevertheless, achieving 11.6% WER on development and 10.2% on evaluation data set after the second pass, the MFCC\(_{\text{VTLN}}\)+DS\(_{\text{VTLN}}\) system hardly outperforms the system without VTLN (MFCC+DS), which eventually challenges the application of VTLN.

In [3] presented VTLN normalized cepstral features are concatenated with the voicedness feature providing a better MFCC\(_{\text{VTLN}}\) system. Nonetheless, our concatenated features achieve even after the application of SAT significantly, rel. 17.1% better results (11.6%) than in [3] reported one (14.0%)
on the development set and clearly outperform the best reported recognition accuracy on eval07.

6.3. SAT/CMLLR transformed features as MLP input

For the investigation of the SAT/CMLLR transformed features as input to an MLP, the two best systems namely the SAT transformed MFCC+DS and the MFCC+DTLN are used. The MLP features trained on SAT transformed features are denoted as MLP(SAT(MFCC+DS)) and MLP(SAT(MFCC+DTLN)), where SAT(•) means the CMLLR transformed features. The recognition results can be seen in Table 5.

Table 5: Performance in WER [%] of the MLP transformed SAT features without or with VTLN, compared with the corresponding best system

<table>
<thead>
<tr>
<th>Features</th>
<th>dev07</th>
<th>eval07</th>
<th>dim/split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SI</td>
<td>SA</td>
<td>SI</td>
</tr>
<tr>
<td>MFCC+DS</td>
<td>14.0</td>
<td>11.7</td>
<td>12.7</td>
</tr>
<tr>
<td>MLP(SAT(MFCC+DS))</td>
<td>12.9</td>
<td>12.6</td>
<td>11.5</td>
</tr>
<tr>
<td>MFCC+DTLN</td>
<td>13.1</td>
<td>11.6</td>
<td>12.1</td>
</tr>
<tr>
<td>MLP(SAT(MFCC+DTLN))</td>
<td>12.6</td>
<td>12.6</td>
<td>11.3</td>
</tr>
</tbody>
</table>

On SAT transformed features trained MLPs are not able to achieve the performance of the previously reported best systems, although the feature space dimension is reduced to less than half. The achieved results are comparable to the accuracy showed by single DSTM features after the second pass. Concatenation of the new features to different features —like DS to MFCC — does not show much gain over the best system, as well. The results are presented in Table 6 (where computed using only MLP(SAT(MFCC+DTLN)) features). Although the relative 2.9% gain on the evaluation set is not indicated by the results on development data, the SAT(MFCC+DTLN)+MLP(SAT(MFCC+DTLN)) system performs as well as the discriminatively trained and then combined systems in [3].

Table 6: Performance in WER [%] of the MLP transformed SAT features with VTLN in concatenation with other features, compared with the previously best VTLN features system

<table>
<thead>
<tr>
<th>Features</th>
<th>dev07</th>
<th>eval07</th>
<th>dim/split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SI</td>
<td>SA</td>
<td>SI</td>
</tr>
<tr>
<td>MFCC+DTLN + DSTM</td>
<td>13.1</td>
<td>11.6</td>
<td>12.1</td>
</tr>
<tr>
<td>MLP(SAT(MFCC+DTLN)+DSTM)</td>
<td>12.1</td>
<td>11.6</td>
<td>10.6</td>
</tr>
<tr>
<td>SAT(MFCC+DTLN)+DSTM</td>
<td>11.8</td>
<td>11.6</td>
<td>10.1</td>
</tr>
<tr>
<td>MLP(SAT(MFCC+DTLN)+DSTM)</td>
<td>11.9</td>
<td>11.5</td>
<td>10.3</td>
</tr>
<tr>
<td>MLP(SAT(MFCC+DTLN)+DSTM)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Systematically investigating the effect of VTLN and SAT on MLP features based ASR system, our conclusions are:

- the use of VTLN and SAT is non-redundant on MLP features, but VTLN is redundant with SAT on cepstral features
- to achieve the best recognition performance (concatenated MLP and cepstral features) the use of VTLN is questionable with SAT
- the MLPs trained on SAT/CMLLR transformed features could not consistently contribute to better ASR performance.

Our future plans include the investigation of the effect of SAT and VTLN on other MLP front-end based ASR systems. We also intend to extend our study to MLPs trained on different domains.
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