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Abstract

In this paper, we present models for detecting various attributes of a speaker based on uttered text alone. These attributes include whether the speaker is speaking his/her native language, the speaker’s age and gender, and the regional information reported by the speakers. We explore various lexical features as well as features inspired by Linguistic Inquiry and Word Count and Dictionary of Affect in Language. Overall, results suggest that when audio data is not available, by exploring effective features sets only from uttered text and system combinations of multiple classification algorithms, we can build high quality statistical models to detect these attributes of speakers, comparable to systems that can exploit the audio data.
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1. Introduction

Identifying speaker attributes, including whether the speaker is speaking his/her native language, and gender, age, and region of the speaker, could be useful for improving the performance of speech and speaker recognition systems. For example, nonnative speakers typically degrade performance of speech recognition due to mismatch to (largely native) speakers in the training data. Hence, detecting speaker attributes would enable adaptation techniques to reduce mismatch between training and test data. Also, identifying these speaker attributes leads to important applications in their own rights, such as improved user modeling and automated customer service, and intelligence.

Sociolinguistic studies have observed that language varies across social groups and regional contexts. In natural human-human conversations in the format of conversational speech and text (e.g., chat, messaging), subject matter experts have observed difference between younger and older, male and female participants on a variety of lexical cues such as the average sentence length, grammaticality, structural complexity, and use of words in special categories. [1] investigated word ngram based features in Support Vector Machines (SVM) for detecting nonnative speakers and demonstrated that lexical variations are quite effective for predicting whether the speaker is speaking his/her native language. Theoretical interest derives from the question of how speakers’ native (first) language (L1) influences a second language in which they are not native (L2). Following [1]’s work, we investigate the binary classification problem of native/nonnative identification, instead of the much more challenging task of detecting L1 of a speaker. Speaker gender detection is straightforward as a binary classification problem of female/male identification. For age detection, we follow the traditional sociolinguistic studies and segment age values into traditional sociolinguistic studies and segment age values into age bands.

Exploring the relation between language and geography region has been of interest to the research community over the decades. The essence of earlier approaches is identifying variable pairs and measuring their frequencies. Different from the traditional approaches where the relevant linguistic variables have already been identified, [2] explored a multi-level generative model for identifying geographical locations of authors of web text. They explored models working directly from raw text, that jointly identifies words with high regional affinity, geographically-coherent linguistic regions, and the relationship between regional and topic variation.

Our work differs from [1] in that we aim at developing systems for predicting attributes of not only speakers in conversational speech, but also a broader range of conditions, including attributes of players in a virtual world, authors of web text (blogs, twitter etc). Hence, we don’t assume the availability of audio data which can provide cepstral features (typically modeled by Gaussian mixture models or hidden Markov models), phone strings (typically modeled by language models), and a variety of prosodic features. We focus on uttered text alone and explore a much larger space of lexical and structural features, beyond n-grams explored in [1], to capture lexical variations between speakers with different attributes and measuring contributions of individual features. Our work also differs from [2] in that we exploit hypotheses from sociolinguistics and use them to guide generating the large feature space. Hence, our work is to investigate contributions of individual features in a large feature set already defined, instead of jointly identifying this set of features and predicting regions.

The rest of the paper is organized as follows. Section 2 describes the data we used for this study. Section 3 provides detailed illustrations of the features as well as the models. Experimental results and discussions appear in Section 4, and conclusions are summarized in Section 5.

2. Data

Many studies in identifying speaker attributes are based on small, locally collected data set. Similar to the work in [1], we used a subset drawn from the Linguistic Data Consortium (LDC) Fisher phase I corpus, identified as SRI-FSH. The LDC Fisher Phase 1 corpus contains a large number of speakers, a small, but significant portion of which are nonnative speakers. All conversations are conducted in English. All speakers who did not declare English as their native language according to LDC’s corpus documentation on speaker information are included in the database as nonnatives. For natives, Shriberg et al. [1] chose a random subset of American English native speakers about equal in size to the nonnative set. The final selection comprised 749 nonnative speakers and 741 native speakers. For each speaker an average of 1.9 conversation sides were avail-
able, resulting in 1,451 conversation sides from native speakers and 1,431 conversation sides from nonnative speakers and 2,882 conversation sides in total. Note that Fisher conversations are 10 minutes in length, yielding about 5 minutes of speech per conversation side on average. Also note that all speaker information, including being native/nonnative in English, is based on self-reported L1s in the corpus documentation from LDC. Hence, it is likely that some speakers will be labeled as nonnatives based on their L1s yet having high English proficiency.

[1] focused on native/nonnative based on American English due to availability of data and models for American English from prior work in speech and speaker recognition. But their work and the work in this paper could be conducted on other languages as well. Here is a brief review of definitions of non-native speakers for American English in [1]:

- A speaker whose first language is any dialect of American English, and who is speaking in that dialect in the conversations studied, is considered to be a native speaker.
- Talkers whose first language is not English, are considered nonnative speakers when speaking English.

Speakers whose first language is a non-American dialect of English (e.g., British, Australian, Indian) are removed from consideration, since they typically are not trying to modify their accent when speaking English. Also, bilingual and multilingual speakers who reported American English as one of their native languages were also removed from the study [1].

For gender detection, based on self-reported speaker information, among the 2,882 conversation sides, 1,408 conversation sides are from male speakers and 1,474 are from female speakers. For age detection, prior social science studies suggest breaking age values into four age groups, namely, Youth (under 18 years old), Young Adult (18 to 24 years old), and Adult (25 years and older). Among the 2,882 conversation sides, 2,304 are from Youth, 542 are from Young Adults, and 36 are from Adults. For regional information, LDC corpus documentation provided the self-reported country and state information of speakers. To separate from the native/nonnative detection task, we consider only speakers from the states of US. The U.S. Census Bureau divides these states into four regions: West, Midwest, Northeast, and South [3]. So we formulate the region detection problem into a four-class classification problem.

3. Features and Models

3.1. Features

Similar to [1], the utterance text from speakers in this work are automatic speech recognition 1-best hypotheses. We explored lexical and structural features for speaker attribute detection. We included a set of “lexical” features, including n-grams extracted from all of that speaker’s utterances, denoted \( n\text{-grams} \) features. We also included various lexical features extracted from language use constituents (LUC) annotations, denoted \( \text{LUC features} \). LUCs show a variety of linguistic phenomena, including discourse markers, disfluencies, person addresses and person mentions, prefaces, extreme case formulations, and dialog act tags (DAT). We categorized dialog acts into statement, question, backchannel, and incomplete. We classified disfluencies (DF) into filled pauses (e.g., \( \text{uh}, \text{um} \)), repetitions, corrections, and false starts. Person address (PA) terms are terms that a speaker uses to address another person. Person mentions (PM) are references to non-participants in the conversation. Discourse markers (DM) are words or phrases that are related to the structure of the discourse and express a relation between two utterances, for example, \( \text{I mean, you know} \). Prefaces (PR) are sentence-initial lexical tokens serving functions close to discourse markers (e.g., \( \text{Well, I think that...} \)). Extreme case formulations (ECF) are lexical patterns emphasizing extremeness (e.g., \( \text{This is the best book I have ever read} \)).

We used a “Dictionary of Affect in Language” (DAL) [7] to derive DAL based features. The Dictionary of Affect in Language is an instrument designed to measure the emotional meaning of words and texts. It does this by comparing individual words to a list of 8,742 words that have been rated by people for their activation, evaluation, and imagery. Each word in the lexicon receives a score according to “pleasantness”, “activity”, and “imagery”. Then we computed the average of these scores for the sentences contributed by a speaker, and used them as DAL features. We also included average counts of words belonging to each of these three categories in sentences uttered by that speaker.

In order to provide an efficient and effective method for studying the various emotional, cognitive, structural, and process components present in individuals’ verbal and written speech samples, a text analysis application called Linguistic In-
quiry and Word Count, or LIWC, was developed [8]. The selection of words defining the most recent LIWC categories involved multiple steps over several years. The initial idea was to identify a group of words that tapped basic emotional and cognitive dimensions often studied in social, health, and personality psychology. With time, the domain of word categories expanded considerably. We designed LIWC inspired features by computing the average number of occurrences of words of each LIWC category in utterances contributed by a speaker.

Besides features based on DAL and LIWC, we also extracted features based on sociolinguistic studies on some speaker attributes. For example, compared to female speakers, male speakers could use more self-affirmational lexical cues and could use more homophobia and taunting words. We defined a list of words and phrases in these categories and extracted a set of features denoting the counts of types and tokens of these words and phrases. After feature extraction, the (very sparse) feature vectors are rank-normalized [9] along each dimension.

3.2. Support Vector Machines

To compare to the work in [1], we also employed linear kernel SVMs for classification. Models of how frequently speakers use certain words or phrases (idioloclect) have been proposed by [10] and, although poor models by themselves, were found to improve speaker recognition systems in combination with other knowledge sources. [1] employed a version of n-gram based features in SVMs, which they reported gave better results than language-model-based approaches.

4. Experiments

To make efficient use of all available data, we employed 10-fold cross-validation. We randomly assigned speakers to ten roughly equal size partitions. Each partition in turn was used as the test set, while the other nine partitions were used to train models. Overall results were computed by averaging the outcomes over the ten test partitions. Performance is measured as classification accuracy as the percentage of correctly labeled samples for each class of the attributes.

Table 1 shows the classification accuracies of SVMs using three sets of features, that is, using word N-gram features alone, using all the other features described in Section 3 excluding word N-gram features, and the combination of word N-gram and all the other features, for detecting nativeness, gender, age group, and region classes for the speakers. As can be seen from the table, the SVM performances from word N-gram features outperform those from all the other features excluding word N-gram features, for all attributes. Yet the other features provided complementary discriminative information to word N-gram features and the combination of all features significantly improved SVM performance for all attributes over just using word N-gram features. Note that the single best system in [1] is the MLLR transform SVM which uses the speaker maximum likelihood linear regression (MLLR) adaptation transforms employed by a large-vocabulary automatic speech recognizer (ASR) as features [11]. This system used full word recognition hypotheses to compute MLLR transforms, and clustered Gaussians into eight phone clusters, denoted mllr,8class. Note that this best single system exploited the audio data. The performance from the mllr,8class system within the same 10-fold setup produced accuracy as 88.24% for native/nonnative detection.

In addition to the feature level combination, which is represented as the All condition of features in Table 1, we also experimented with system level combination by combining the SVM using Word N-gram features and the SVM using all the other features. The results are shown in Table 2. The system combiner is a single layer neural network (perceptron) that produces a new score from the scores output by each of the two individual SVM systems. For each test set T of the 10-fold setup, we further randomly split it into two roughly equal sized folds and conducted 2-fold cross-validation on it, by training the combiner on one half and testing the combiner on the other half. The final score is an average over the two folds of the certain test set T, and then further averaged over the 10 folds. We observed that the system-level combination produced significant improvement over the feature-level combination and now the SVM performance on native/nonnative detection is 88.25%, comparable to the 88.24% accuracy from the best single system mllr,8class.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Features</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nativeness</td>
<td>Word N-gram</td>
<td>82.69</td>
</tr>
<tr>
<td></td>
<td>Other Features</td>
<td>78.35</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>86.87</td>
</tr>
<tr>
<td></td>
<td>mllr,8class [1]</td>
<td>88.24</td>
</tr>
<tr>
<td>gender</td>
<td>Word N-gram</td>
<td>80.49</td>
</tr>
<tr>
<td></td>
<td>Other Features</td>
<td>77.65</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>83.24</td>
</tr>
<tr>
<td>age</td>
<td>Word N-gram</td>
<td>84.55</td>
</tr>
<tr>
<td></td>
<td>Other Features</td>
<td>83.42</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>87.13</td>
</tr>
<tr>
<td>region</td>
<td>Word N-gram</td>
<td>62.74</td>
</tr>
<tr>
<td></td>
<td>Other Features</td>
<td>56.75</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>64.57</td>
</tr>
</tbody>
</table>

Table 2: Classification Accuracy (%) from SVM on various attributes of speakers using feature-level and system-level combinations. Results are from 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Combinations</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nativeness</td>
<td>Feature-level</td>
<td>86.87</td>
</tr>
<tr>
<td></td>
<td>System-level</td>
<td>88.25</td>
</tr>
<tr>
<td></td>
<td>mllr,8class [1]</td>
<td>88.24</td>
</tr>
<tr>
<td>gender</td>
<td>Feature-level</td>
<td>83.24</td>
</tr>
<tr>
<td></td>
<td>System-level</td>
<td>84.58</td>
</tr>
<tr>
<td>age</td>
<td>Feature-level</td>
<td>87.13</td>
</tr>
<tr>
<td></td>
<td>System-level</td>
<td>89.44</td>
</tr>
<tr>
<td>region</td>
<td>Feature-level</td>
<td>64.57</td>
</tr>
<tr>
<td></td>
<td>System-level</td>
<td>67.35</td>
</tr>
</tbody>
</table>

Since this research also includes conducting feature analysis on contributions of individual lexical features to speaker attribute detection, we employed two feature selection approaches and investigated the joint of feature selection output. The first feature selection approach is straightforward by computing the cosine of the angle between the normal to the hyperplane and each of the feature dimensions. The idea is that the closer this
value is to zero, the more parallel the corresponding dimension is to the hyperplane and hence less discriminative that feature is. The second approach is the standard Support Vector Machine Recursive Feature Elimination (SVM-RFE) approach [12]. The framework of RFE consists of three steps:
1. Train the classifier;
2. Compute the ranking of all features with a certain criterion in term of their contribution to classification;
3. Remove the feature with lowest ranking. Go to step 1 until no more features.

Note that in step 3, only one feature is eliminated each time. It may be more efficient to remove several features at a time, but at expense of possible performance degradation. There are many feature selection methods besides RFE. However, in the context of SVM, RFE has been proved to be one of the most suitable feature selection methods by extensive experiments.

The most significant features, selected from all the other features excluding word N-gram features, are list below, for native/nonnative, gender, age group, and region detections.

nativeness: average number of disfluencies per sentence from the speaker, average number of discourse markers per sentence from the speaker, syntactic parse 1-best likelihood scores, percentage of sentences that are incomplete sentences from the speaker
gender: average number of disfluencies per sentence from the speaker, average number of person name addressing per sentence from the speaker, syntactic parse 1-best likelihood scores
age: average number of disfluencies per sentence from the speaker, average number of discourse markers per sentence from the speaker, syntactic parse 1-best likelihood scores
region: average number of person name addressing per sentence from the speaker, syntactic parse 1-best likelihood scores, percentage of self-affirmation sentences

It is interesting to notice that some features, including average number of disfluencies, discourse markers, person name addressing per sentence from a speaker and the syntactic parser 1-best likelihood scores, were selected as significant features for multiple attributes.

5. Conclusions
We have investigated models for detecting various attributes of a speaker based on uttered text alone. These attributes include whether the speaker is speaking his/her native language, the speaker’s age and gender, and the regional information reported by the speakers. We explored various lexical features as well as features inspired by Linguistic Inquiry and Word Count and Dictionary of Affect in Language. Overall, results suggest that when audio data is not available, by exploring effective feature sets only from uttered text and system combinations of multiple classification algorithms, we can build high quality statistical models to detect these attributes of speakers, comparable to systems that can exploit the audio data.
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