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Abstract

Interview speech has become an important part of the NIST Speaker Recognition Evaluations (SREs). Unlike telephone speech, interview speech has substantially lower signal-to-noise ratio, which necessitates robust voice activity detection (VAD). This paper highlights the characteristics of interview speech files in NIST SREs and discusses the difficulties in performing speech/nonspeech segmentation in these files. To overcome these difficulties, this paper proposes using speech enhancement techniques as a pre-processing step for enhancing the reliability of energy-based and statistical-model-based VADs. It was found that spectral subtraction can make better use of the background spectrum than the likelihood-ratio tests in statistical-model-based VADs. A decision strategy is also proposed to overcome the undesirable effects caused by impulsive signals and sinusoidal background signals. Results on NIST 2010 SRE show that the proposed VAD outperforms the statistical-model-based VAD, the ETSI-AMR speech coder, and the ASR transcripts provided by NIST SRE Workshop.

Index Terms: Voice activity detection, spectral subtraction, likelihood ratio tests, speaker verification, NIST SRE.

1. Introduction

Voice activity detection aims to detect speech and non-speech segments in audio signals. It is important to remove non-speech segments because they do not contain any speaker information. Early VAD methods extract features that appear only in speech segments and compare the quantified values of these features with a decision threshold (can be fixed or adaptive) for making speech/non-speech decisions [1]. The detection accuracy of these earlier methods, however, could degrade dramatically under adverse acoustic conditions. To address the robustness issues, methods that use the minima of noisy signals’ power envelopes [1] and high-order cumulants of the LPC residual of short-term speech [2] have been proposed.

Advanced speech coders typically use more sophisticated methods in their VAD. For instance, in Option 2 of ETSI adaptive multi-rate (AMR) coder [3], VAD decisions depend on the energy of 16 frequency bands, background noise, channel SNR, frame SNR, and long-term SNR.

More recently, research has focused on statistical-model-based VAD where speech/non-speech decisions are based on the mean of the log-likelihood ratios between the observed signals and background noise in individual frequency bins [4]. To improve robustness under adverse acoustic environments, contextual information derived from multiple observations has been incorporated into the likelihood-ratio tests [5] and better soft-decision strategies and background noise estimation methods have been developed [6].

In recent NIST Speaker Recognition Evaluations (SREs), participating sites typically used energy features, the periodicity of speech frames, the power of noise-removed speech frames, and ASR transcripts provided by NIST in their VADs [7, 8, 9]. We have recently proposed an energy-based VAD that uses spectral subtraction as a preprocessor and showed promising results in NIST 2008 SRE [10]. The advantage of using spectral subtraction as a preprocessor is that it allows nonlinear filtering to be applied to the noisy signal, which effectively emphasizes the speech signal at high SNR regions and suppresses the background noise (to almost zero) in low SNR regions. This makes the subsequent energy-based VAD uncomplicated.

This paper extends our earlier work [10] in VAD to the interview speech and telephone speech recorded by different microphones in NIST 2010 SRE. Furthermore, the paper compares our proposed VAD with some state-of-the-art VADs, including the statistical-model-based VAD and the VAD in advanced speech coders.

2. Characteristics of Interview Speech in NIST SREs

The telephone speech files in early SREs have high signal-to-noise ratios (SNRs), making VAD a trivial task. In the interview speech of recent SREs, however, different microphone types were used for recording. For example, twelve microphones were used in NIST 2008 SRE, and in NIST 2010 SRE, the interviewees used different types of far-field microphones, such as lavaliere microphones, camcorders, and hanging microphones. These microphones lead to two types of speech files.

1. Files with extremely low SNR. Some of these files also contain low-energy speech superimposed on periodic background signals.
2. Files containing a number of spikes or impulsive signals caused by plosive sounds or puff of air produced by the speakers.

These characteristics are illustrated in Fig. 1 and Fig. 2.

3. Voice Activity Detection

3.1. Statistical-Model Based VAD

Recent state-of-the-art VADs are based on likelihood ratio tests where the distributions of the frequency components of speech and noise are approximated by a statistical model (SM) [4]. The
Table 1: The voice activity detection (VAD) methods and their acronyms compared in this paper.

<table>
<thead>
<tr>
<th>VAD Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE-FDT</td>
<td>Energy-based VAD with decision thresholds determined by the combination between average magnitude of background noise and signal peaks. The combination is controlled by a weighting factor ($\gamma$ in Eq. 8).</td>
</tr>
<tr>
<td>ASR</td>
<td>Speech segments in the Automatic Speech Recognition transcripts provided by NIST [11].</td>
</tr>
<tr>
<td>AMR</td>
<td>VAD in ETSI Adaptive Multi-Rate coder (Option2) [3].</td>
</tr>
<tr>
<td>SS+SM-ADT</td>
<td>SM-ADT VAD with spectral subtraction as a pre-processing step.</td>
</tr>
<tr>
<td>SS+SM-FDT</td>
<td>SM-FDT VAD with spectral subtraction as a pre-processing step.</td>
</tr>
<tr>
<td>SS+AE-FDT</td>
<td>The proposed energy-based VAD with spectral subtraction as a pre-processing step.</td>
</tr>
</tbody>
</table>

Figure 1: (a) A short segment of an interview-utterance in NIST 2008 SRE without and with spectral subtraction (SS) as a preprocessor. (b) The segmentation results of an energy-based VAD without and with SS, and the segmentation done by listening tests (Hand Labeling). Labels $\hat{S}$ and $\hat{H}$ represent speech and non-speech segments, respectively. See Table 1 for the meaning of acronyms.

The likelihood ratio for the $k$th frequency bin at frame $n$ is

$$\Lambda_k(n) = \frac{1}{1 + \xi_k(n)} \exp \left\{ \frac{\gamma_k(n)\xi_k(n)}{1 + \xi_k(n)} \right\}$$ (1)

where $\gamma_k(n) = \frac{X_k(n)}{Y_k(n)^2}$ is the a posteriori SNR between the noisy spectrum $Y_k(n)$ and the background variance $\lambda_k(n)$, and $\xi_k(n)$ is the decision directed a priori SNR

$$\xi_k(n) = \alpha \frac{X_k(n) - 1}{\lambda_k(n - 1)} + (1 - \alpha) P(\gamma_k(n) - 1)$$ (2)

where $X_k(n) - 1$ is the estimated spectrum of the previous frame obtained using the MMSE estimator. $P(\cdot)$ is a function such that $P(x) = x$ if $x \geq 0$, and $P(x) = 0$ otherwise. In this work, $\lambda_k(n) = \lambda_k \forall n$.

To account for the correlation in consecutive speech frames, an HMM-based hangover scheme is adopted. Using this scheme, the decision rule can be written as [4]

$$\Gamma(n) = \frac{a_0 + a_1 \Gamma(n - 1)}{a_0 + a_1 + a_2 \Gamma(n - 1)} \mathcal{P}(H_0) \Lambda(n)$$ (3)

where $\eta$ is a decision threshold; $a_i \equiv \mathbb{P}(q(n) = H_i | q(n - 1) = H_j)$, $i \in \{0, 1\}$, is the transition probability; and $\Lambda(n) = \left[ \prod_{k=0}^{L-1} \lambda_k(n) \right]^{\frac{1}{\nu}}$ is the geometric mean of the likelihood ratios of the individual frequency bins; and $L$ is the frame size.

3.1.1. SM-VAD with adaptive threshold

The SM-based VAD uses the instantaneous SNR of individual frequency components in its decision process. This strategy makes better use of the background spectrum than the conventional energy-based VAD. Nevertheless, the VAD accuracy is still highly dependent on the decision threshold $\eta$, which is fixed across the whole utterance. One possible approach to alleviating this limitation is to make $\eta$ adaptive so that it can track the fluctuation in the signal and noise power.

In this paper, SM-based VAD with adaptive decision thresholds (ADT) [12] is considered as a baseline VAD method. In this method, the statistical score $\Gamma(n)$ is compared with an adaptive decision threshold $\eta(n)$, which is updated in a frame-by-frame basis. More specifically,

$$\eta(n + 1) = \mu \eta(n) + (1 - \mu) \left( \tilde{\Lambda} + \beta(n) \sigma_\Lambda \right)$$ (4)

where $0 \leq \mu < 1$ is a forgetting factor and $\tilde{\Lambda}$ and $\sigma_\Lambda$ are the mean and standard deviation of $\Gamma(n)$ in Eq. 3 during non-speech region (determined by an energy-ranking approach to be discussed next). $\beta(n)$ is a weighting factor that will be increased if $\Gamma(n) > 1.25\eta(n)$; otherwise $\beta(n)$ will be decreased.

3.1.2. SM-VAD with fixed threshold

In this approach, the SM scores $\Gamma(n)$ of the entire utterance are ranked in descending order as shown in Fig. 3. Then, a fixed percentage of scores in the lower and upper ends of the ranked list are selected. The VAD’s fixed decision threshold (FDT) is a linear combination of the score mean of the lower end ($\mu_\Lambda$) and
the minimum score in the upper end as follows:

\[ \eta = \gamma \mu_s + (1 - \gamma) \min \{ \Gamma_1, \ldots, \Gamma_L \}, \quad (5) \]

where \( 0 \ll \gamma < 1 \) is a weighting factor and \( \{ \Gamma_1, \ldots, \Gamma_L \} \) are scores of \( L \) frames with the largest value.

The above procedure raises the issue of determining an appropriate percentage for the lower and upper ends of the ranked score list. These percentages can be found by inspecting several interview speech files in NIST 2005–2008 SREs. By examining some of these files, we found that it is fairly safe to consider 10% of a speech file contain background frames and 5% of the file contain signal peaks.

3.2. Noise-Reduced VAD

In this method, spectral subtraction (SS) with a large oversubtraction factor is used to remove the background noise before passing the enhanced speech to an energy-based VAD. To obtain the enhanced speech \( \hat{z}(t) \) from the noisy speech \( y(t) \) at frame \( m \), we implemented the spectral subtraction [13] of the form

\[ \hat{X}(\omega, m) = \begin{cases} \left| Y(\omega, m) - \alpha_m | \hat{B}(\omega) | \right| e^{j \varphi_y(\omega, m)} & \text{if } | Y(\omega, m) | > (\alpha_m + \beta_m) | \hat{B}(\omega) | \\ \beta_m | \hat{B}(\omega) | e^{j \varphi_y(\omega, m)} & \text{otherwise}, \end{cases} \]

where \( \varphi_y(\omega, m) \) is the phase of \( Y(\omega, m) \), \( \hat{B}(\omega) \) is the average spectrum of some non-speech regions, \( \alpha_m \geq 1 \) is an over-subtraction factor for removing background noise, and \( 0 < \beta_m < 1 \) is a spectral floor factor ensuring that the recovered spectra never fall below a preset minimum. The value of \( \alpha_m \) and \( \beta_m \) can be computed as

\[ \alpha_m = -\frac{1}{2} \xi_m + c \quad (\alpha_{\text{min}} \leq \alpha_m \leq \alpha_{\text{max}}) \]

\[ \beta_m = \begin{cases} \beta_{\text{min}} & \text{if } \xi_m < 1 \\ \beta_{\text{max}} & \text{otherwise} \end{cases} \quad (7) \]

where \( \xi_m = \frac{| Y(\omega, m) |^2}{| \hat{B}(\omega) |^2} \) is the a posteriori SNR, \( c \) is a constant (= 4.5 in this work) which ensures \( \alpha_m \) will attain \( \alpha_{\text{max}} \) when \( \xi_m \) is closed to zero, \( \alpha_{\text{min}}, \alpha_{\text{max}}, \beta_{\text{min}}, \text{and } \beta_{\text{max}} \) constrain the allowable range of the over-subtraction factor and the noise floor. In this work, we set \( \alpha_{\text{max}} = 4, \alpha_{\text{min}} = 0.5, \beta_{\text{max}} = 0.05, \text{and } \beta_{\text{min}} = 0.01. \)

The presence of spikes in some files needs to be taken care of when determining the VAD decision threshold. In particular, these spikes lead to overestimation of the decision threshold if it is based on the background amplitude and the maximum amplitude. To address this problem, we have developed a strategy that is similar to the FDT described in Section 3.1.2; however, instead of statistical scores, this strategy considers signal amplitudes. More specifically, the decision threshold is a linear combination of the minimum of the signal peaks and the mean of background amplitude:

\[ \theta = \gamma \mu_b + (1 - \gamma) \min \{ a_{p1}, \ldots, a_{pL} \}, \quad (8) \]

where \( \{ a_{p1}, \ldots, a_{pL} \} \) are the amplitudes of \( L \) frames with the largest value. In this work, \( L \) was set to 1% of the total number of frames in the speech file. By comparing the amplitude of each frame in the file with the threshold, those frames with amplitude larger than the threshold are considered as speech frames.

4. Experiments

NIST 2005–2010 SREs were used in the experiments. NIST05–08 SREs were used as development data, and NIST10 was used for performance evaluations. Only male speakers in these corpora were used. For each utterance in NIST10, eight VADs (see Table 1) were applied to remove the silence segments.

The weighting factor \( \gamma \) in Eq. 8 was set to 0.95 and 0.96 for AE-FDT and SS+AE-FDT, respectively. For SM-FDT and SS+SM-FDT VADs, \( \gamma \) in Eq. 5 was set to 0.993.

We extracted 12 MFCCs and their first derivatives from the speech regions of the utterances to create 24-dim acoustic vectors. Cepstral mean normalization was applied to the MFCCs, followed by feature warping.

The target-speakers were modeled by GMM-SVM [15]. In the modeling process, a gender-dependent universal background model (512-center) was created by using the interview utterances of NIST05–06. MAP adaptation, with relevance factor set to 16, was then performed for each of the target-speakers to create target-dependent GMMs. The same MAP adaptation was also applied to 300 background speakers (also from NIST05–06) to create 300 impostor GMMs.

The utterances of 144 male speakers from NIST05–08 were used for estimating the gender-dependent NAP matrices to reduce channel effects (NAP corank was set to 128). For the T-norm speaker models, 300 male utterances from NIST05 were used. The same set of background speakers used for creating the target-speaker SVMs were used for creating the T-norm SVMs.

5. Results and Discussions

Table 2 shows the equal error rate (EER) and minimum normalized decision cost (minNDCF) achieved by eight VAD methods. The results strongly suggest that preprocessing the noisy sound files by spectral subtraction (SS) is a promising idea. Specifically, spectral subtraction can reduce the overall EERs of AE-FDT and SM-FDT by 56% and 5%, respectively.

Comparing the results of AE-FDT and SS+AE-FDT reveals that SS has significant contribution to the conventional energy-based VAD. However, the performance of SS+SM-FDT is better than SM-FDT by a small margin only. This suggests that SS is not detrimental to the statistical-model-based VAD. The reason is that in SM-based VADs, the background spectrum has already been taken into account in the scoring function.

\[ \text{Table 2 shows the equal error rate (EER) and minimum normalized decision cost (minNDCF) achieved by eight VAD methods.} \]

\[ \text{The results strongly suggest that preprocessing the noisy sound files by spectral subtraction (SS) is a promising idea. Specifically, spectral subtraction can reduce the overall EERs of AE-FDT and SM-FDT by 56% and 5%, respectively.} \]

\[ \text{Comparing the results of AE-FDT and SS+AE-FDT reveals that SS has significant contribution to the conventional energy-based VAD. However, the performance of SS+SM-FDT is better than SM-FDT by a small margin only. This suggests that SS is not detrimental to the statistical-model-based VAD. The reason is that in SM-based VADs, the background spectrum has already been taken into account in the scoring function.} \]
Table 2: Performance on NIST 2010 SRE under Common Conditions (CC) 1, 2, 4, 7 & 9. AE-FDT: energy-based VAD without noise removal; ASR: VAD segmentation from NIST provided ASR transcripts; AMR: VAD in ETSI-AMR coder; SM-ADT & SM-FDT: Sohn’s VAD [4] incorporated with adaptive threshold [12] and the proposed fixed threshold (Eq. 5); SS+SM-ADT & SS+SM-FDT: SM-ADT and SM-FDT with spectral subtraction; SS+AE-FDT: the proposed spectral-subtraction VAD; SS+AE-FDT (with JFA): the proposed VAD was applied to a Joint Factor Analysis-based speaker verification system [14].

Note that SS+AE-FDT and SM-FDT use the background spectrum in different manners. For the former, the background spectrum is used for spectral subtraction, whereas for the latter it is used for computing the likelihood ratio scores. This difference enables us to make better use of the background spectrum in SS+AE-FDT. Specifically, to remove as much background noise as possible, we may apply a large upper-limit for the over-subtraction factor ($\alpha_{\text{max}}$) and a small lower-limit for the noise floor ($\alpha_{\text{min}}$). The over-subtraction factor $\alpha$ is a linear function of the a posteriori SNR for certain range of SNR and is bounded by the lower- and upper-limit when the SNR is beyond this range. As a result, more background noise will be removed during low SNR region whereas more speech content will be retained during high SNR region. The SM-FDT, on the other hand, does not have such property because the background spectrum is assumed constant for both low and high SNR.

The results show that using the ASR transcripts provided by NIST SRE Workshop as VAD leads to poor speaker verification performance, suggesting that the ASR system does not produce accurate speech/non-speech segmentations. The VAD in ETSI-AMR coder also performs poorly. This is mainly caused by the overestimation of both the speech onset and offset regions.

6. Conclusions

To extract speech segments from the interview-speech files in NIST SREs, a voice activity detector is specially designed and evaluated under the NIST 2010 SRE protocol. This study finds that: (1) noise removal is of primary importance for VAD under extremely low SNR, (2) a reliable threshold strategy is required for spiky (impulsive signal) speech, and (3) our proposed spectral subtraction VAD outperforms the ASR transcripts provided by NIST, the VAD in the advanced speech coder (ETSI-AMR, Option2) and the state-of-the-art statistical-model-based VAD in speaker verification. Segmentation files created by the proposed method can be downloaded from http://158.132.148.85:8080/download/ssvad/.
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