Combining frame and segment based models for environmental sound classification
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Abstract

The paper considers the task of recognizing environmental sounds, which plays a critical role in human’s perception of an auditory context in audiovisual materials. A variety of features have been proposed for audio recognition, either frame-based or segmental. Here, we propose a two-stage framework to combine modeling in these two levels. First, the Gaussian Mixture Models (GMMs) are built based on short-term features and pre-classification are performed. Then, in the event that the GMMs are not certain about the result, the system engages Support Vector Machines (SVMs) to refine the output hypothesis. In the next stage, the features are combined by taking posterior estimates of GMMs along with segmental features as SVMs’ input features. Experiments on the sound dataset show that the proposed framework makes an improvement over the traditional methods.

Index Terms: environmental sound classification, model combination, GMMs, SVMs

1. Introduction

Audio data is an integral part of many modern computer and multimedia applications. A typical multimedia database often contains millions of audio clips, including environmental sounds, music, speech sounds and other non-speech utterances. Unlike speech and music, most environmental sounds are unstructured, but they also provide a significant wealth of information, which is important and helpful in many applications, such as context-aware computing [1], video content parsing [2], and home automation [3].

Research on environmental sound analysis has received some interest in the last few years. Firstly, Wold et al. [4] presented a sound classification and retrieval system, in which pitch, loudness, brightness, and bandwidth, were used as audio features and the nearest neighbor (NN) rule was adopted to classify the query audio into one of the predefined sound classes. Li et al. [5] concatenated the perceptual and cepstral feature sets for sound recognition. A new classifier named nearest feature line was presented and produced better results than the NN-based methods. In the later work, Guo and Li [6] improved the classification performance by using SVMs with binary tree structure based on the same feature set. The SVM approach was also adopted by Lin et al. [7]. They applied wavelet transform to extract acoustic features such as subband power and pitch information.

In the work of [4] [5] [6] [7], the means and standard deviations of all short-term features in a sound file were computed to form a feature vector of the whole sound. This way of feature processing makes it convenient to apply the common classifier like SVM, but it discards much information. In [8], Lu et al. select more discriminative long-term features such as high zero-crossing rate ratio and spectrum flux, which are proved to be useful in characterizing different audio signals.

Other techniques such as GMM and HMM are modeling on frame level directly instead of representing an audio clip by a vector. For example, Aucouturier et al. [9] used 50-component GMMs to model the distribution of Mel-Frequency Cepstral Coefficients (MFCCs) and studied the differences between urban environment and polyphonic music. In the work of Selina et al. [10], they introduced a set of matching pursuit-based features as a supplement to MFCCs and built GMMs for fourteen types of environmental sounds. The average recognition accuracy is approximately 83.4%. Eronen [1] extended the work to audio-based context recognition. They classified twenty-four individual contexts and six higher-level categories by using discriminative HMMs. The reported average recognition rates are 66% and 79%. HMM has been applied for speech recognition and sound related applications for several decades. Its ability to model temporal sequences is an advantage when modeling text-dependent tasks. However in the task-independent task, [11] showed that removing transition probabilities in HMM models had little effect on performance of text-independent speaker recognition.

In this study, we first examine the effectiveness of using HMMs and GMMs in modeling environmental sounds. Furthermore, we propose a two-stage framework based on GMMs and SVMs to combine the features on frame and segment levels. In the first stage, the short-term features such as MFCCs and spectral centroid are extracted and GMMs are employed as models on the frame level. In the second stage, we perform reclassification by using SVMs as classifier based on segmental representation. The major contribution of our work is combining models by concatenating the segmental features and the posterior likelihoods of GMMs to form a high dimension vector as the input of SVMs. Fig 1. illustrates the overall block diagram of the proposed framework.

The remainder of the paper is organized as follows. In section 2 the classification based on short-term features is described. In section 3, the SVM classifier on the segmental level and combination of the two models are presented in detail. The experiments are carried out in section 4. Finally the discussions and conclusions are presented in section 5.

2. Frame-based modeling

In the audio signal processing, the waveform of a sound is usually divided into separate frames. Passing through the procedure of feature extraction, each frame will be transformed into
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Figure 1: the overall block diagram of the proposed framework.

a feature vector. Based on the short-term features, the models are then built for the sound classification. The GMM and continuous HMM are the most common frame-based classifiers in sound related applications and we examine their effectiveness in modeling environmental sounds.

2.1. Feature Extraction

For the discriminant features that can capture the inherent characteristics of an audio signal, we employ two types of short-term features: perceptual features and Mel-Frequency Cepstral Coefficients (MFCCs). The perceptual features include spectral centroid, spectral flatness, spectral roll-off, and zero crossing rate [5].

- Spectral centroid measures the brightness of a sound. The higher the centroid, the brighter the sound.
- Spectral flatness indicates how flat the spectrum of a sound is.
- Spectral roll-off quantifies the frequency point at which the accumulative value of the frequency magnitude reaches 85% of the total magnitude.
- Zero crossing rate is defined as the number of time-domain zero-crossing within a frame. It is a simple measure of frequency content of a signal.
- The first 13 MFCCs and their derivatives are calculated for the salient features (we include log energy in the calculation)

Finally each analysis frame is thus represented by a 30-dimensional vector.

2.2. Classifier Design

In the first stage of the proposed framework, we select GMM as the classifier. GMM provides an effective way to describe the audio characters, and one of its powerful attributes is the capability to form smooth approximations to arbitrarily shaped densities. When making classification, the audio segment is labeled according to category that has the maximum a posteriori score. Similar to GMM, HMM is also a popular method based on short-term features. The HMM contains several states with a GMM in each state and transition probabilities between states. Thus the biggest difference between these two models is that HMM has the ability to model temporal sequences by using transition probabilities. However, in the task of environmental sound classification, the audio data in the dataset are not usually aligned in advance. The sequencing of sounds in the training data does not always reflect the test sounds. This raises the question about the appropriateness of temporal sequencing with HMM when modeling environmental sound. In our work, we compare the performance of GMM and HMM with different state numbers and component numbers. The Expectation-Maximization and Baum-Welch algorithms are respectively used for their parameters estimation.

2.3. Confidence Measure

For each sound clip in the testing data, GMM that yields the highest log likelihood is selected as the output class. The average likelihood over all of frames from the two highest scoring GMMs can be used to form a confidence measure. Let $L_1$ be the log likelihood of the best matching model, and $L_2$ be the log likelihood of the second best model. The confidence measure for the classification can then be computed as

$$
con f = \frac{|L_1 - L_2|}{L_1}
$$

By selecting an appropriate threshold, the computed confidence measure can be used. Moreover, we investigate the classification result of GMMs and find which categories are easily confused. If the confidence is below the threshold and the two candidate categories are easily confused, the result can be labeled as uncertain and the system performs reclassification by SVM in the second stage.

3. Segment-based Classification

On the segment level, one audio segment is represented by a vector and traditional classifiers such as SVMs are applied based on segment representation. Here, we integrate two kinds of features as the segmental features of baseline system: the mean and variance of the short-term features and the long-term features. The long-term features include spectrum flux, high zero crossing rate ratio (HZCRR), and low short-time energy ratio (LSTER) [8]. In detail, spectrum flux reflects the average variation of spectrum between the adjacent two frames. HZCRR is defined as the ratio of the number of frames with higher zero crossing rate while LSTER is the ratio of number of frames whose energy are less than half time of average short-time energy. They describe the characteristic of energy and spectrum in the whole audio segment.

3.1. SVM

Compared with the generative model GMM, the Support Vector Machine (SVM) is a discriminative model with great generalization and more discriminative ability. The main idea of this model is to project the input vectors into a high dimension space in order to find a hyperplane which allows making a linear separation between two classes. In practice, SVM performs the computation of scalar product in the feature space by using kernel functions. These functions are also used to calculate the optimal hyperplane in the feature space without using directly the mapping function $\phi(x)$. The separating hyperplane is chosen in order to maximize the distance between the hyperplane and the training vectors closest to the border. These training vectors are called support vectors. An SVM classifier is given
by the following formula:
\[
f(x) = \sum_{i=1}^{N} a_i y_i K(x, x_i) + b \tag{2}
\]
where \( x \) is the vector to classify, \( x_i \) are the training examples, \( K(x, x_i) \) is the kernel function and \( y_i \) correspond to the class label \( y_i \in \{-1, +1\} \); \( a_i \) and \( b \) are the parameters of the model obtained in the training phase of SVM.

For SVM classification, the selection of kernel function is very important. In this paper we apply two different kernel types: the polynomial kernel and the radial basis function (RBF) kernel, which are very popular in many applications.

3.2. Model Combination
In our proposed framework, the posterior probabilities of GMMs are taken into account to form an improved more discriminant feature vector that is fed into the SVM classifier. This framework allows two ways of interpretation: 1. as a hybrid system that combines GMMs and SVMs, 2. as a feature extraction method, which considers the GMMs as the feature transformation. We hope that, in this way, more discriminative information on the frame level is inherited by concatenating the posterior probabilities and segmental features. When computing the posterior probabilities, we use the average value of log likelihood over all frames for each audio segment.

Next, the most direct implementation is feeding the new segmental representation into SVMs and performing multiclass classification. Prior to doing it, we introduce confidence measure to make judgement about the classification result of GMMs. As described in Fig.1, only when the GMMs’ result is uncertain, the system engages SVMs for reclassification. In practice, we implement two schemes within this framework. In the first case, a multi-class classification task among all of categories is performed by using SVMs. The SVM is a binary classifier, so we need adopt the one-against-one strategy to construct the multi-class classifier; namely, \( K(K - 1)/2 \) classifiers are built, where \( K \) is the number of classes. Furthermore, we consider another scheme to reduce the number of SVMs. The easily confused classes are found out by investigating the confusion matrix of GMMs’ classification result. Only the classifiers among those easily confused categories will be trained. In implementation, a multi-class problem is reduced to a two-class problem between classes with two highest scoring GMMs. By doing so, the number of SVMs can be greatly reduced.

4. Experimental Evaluation
4.1. Experiment Setup
To evaluate the performance of the proposed system, we collect 1319 environmental sound clips from [13] and [14]. All of the sounds belong to 24 different categories which are commonly encountered in daily life such as alarm, bell, car-racing, car-crash, rain, stream, gun-shot, cry, laughter, bird, dog, crow, and so on. The length of sound files ranges from one second to less than one minute.

For experimental convenience, all sounds are unified to 16 KHz and 16 bit linear bit. The short-term features are extracted by using a window of 30ms with a 50% overlap. The extraction of MFCCs and the training of GMM and HMM are implemented by HTK 3.4 [15]. In the experiments, 5 fold cross validation is performed for accuracy estimation. More precisely, the sound database is equally divided into 5 disjoint subsets, and classifiers were trained five times, each time with a different subset held out as a testing set. The estimated classification result is the average of these five accuracy rate for the testing data.

4.2. Initial Classification
We implement initial classification based on short-term features. To compare the performances of frame-based models, we examine the GMMs with 16, 32, 48 or 64 mixtures and HMMs with two or three states when the topology is fully-connected or left-right with skips. The overall recognition rates of GMMs are shown in Table 1. We see that the classification performance of GMMs grows as the number of mixtures increases and become almost stable when the number is more than 48. Table 2 gives the result of HMMs. In general, the fully-connected HMMs outperform the left-right HMMs. Simultaneously, the overall performance of GMMs exceeds the results achieved with HMMs with same number of mixtures. This reveals that the HMM’s transition property has little or no effect on the overall classification performance for environmental sound classification. This is because that the training data in the same class is not aligned beforehand and the sequencing information of sound clips in the same class is inconsistent. As the result, the transition probabilities in trained HMMs possibly reflect the transitions across different sound clips more than internal changes.

Table 1: Results of GMMs with different number of mixtures
\[
\begin{array}{|c|c|c|c|}
\hline
\text{Mixtures number} & 16 & 32 & 48 & 64 \\
\hline
\text{Accuracy} & 79.8\% & 80.8\% & 81.5\% & 81.6\% \\
\hline
\end{array}
\]

Table 2: Results of HMMs with varying topology, different number of states and mixtures
\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Mixtures number} & \text{Left-right with skips} & \text{Fully-connected} \\
\text{per state} & \text{two states} & \text{three} & \text{two} & \text{three} \\
\hline
8 & 74.3\% & 76.6\% & 75.9\% & 77.1\% \\
16 & 76.4\% & 79.0\% & 78.1\% & 79.5\% \\
32 & 78.3\% & 80.3\% & 79.2\% & 81.4\% \\
\hline
\end{array}
\]

By selecting GMMs with 48 mixtures as frame-based classifier, we investigate the confusion matrix of classification results to find out the easily confused classes. Table 3 gives a list of misclassification of some categories. In most situations, the testing sound from one categories are usually misclassified as specific classes. There are no overlap between results of most categories. In the next stage, we can reduce the number of the SVM classifiers according to this finding.

Table 3: List of some misclassification
\[
\begin{array}{|c|c|}
\hline
\text{Correct category} & \text{Misclassified as} \\
\hline
\text{alarm} & \text{car-racing, cat, scream} \\
\hline
\text{bird} & \text{cough, wind, moto} \\
\hline
\text{cry} & \text{cat, laugh} \\
\hline
\text{thunder} & \text{explode, car-crash} \\
\hline
\end{array}
\]

4.3. SVM for classification
After the new segmental features are obtained by concatenating the posterior probabilities of 24 GMMs and basic segmental
features, the SVM will be used to perform classification, which is the essential part of the proposed framework. We conduct experiments for SVM classification in different schemes, which include the baseline system. The baseline system is multi-class classification based on basic segmental features and SVM. All of the rest three ones are based on new segmental features. The system I performs multi-class classification based on new features by using SVM directly without considering confidence measure (CM), in which all the results of GMMs will be relabeled by SVMs. By judging the certainty of the GMMs’ results with CM, we propose the system II and III. The former handles multi-class classification by using SVM when the results of the first stage is uncertain. In experiments using multi-class SVM, we need train \( 24 \times (24 - 1)/2 = 276 \) SVM classifiers. To reduce the number of classifiers, we only train the SVM classifiers for easy-confused categories in system III and perform two-class classification between categories with two highest scoring GMMs. In fact, the number of SVMs in system III is reduced to less than 70. Table 4 shows the performances of four systems. For all systems, the polynomial kernel and RBF kernel are used and the best parameters are searched in experiments.

From the Table 4, we can see that the introduction of posterior probabilities as a supplement to basic segmental features is significant, which makes an improvement over the traditional methods. The system I based on new segmental features outperforms the baseline by 3% and improve the accurate rate of the GMMs by 2%. With considering the confidence measure, the system II produces a better result than the system I. To find out the reason we track the results of two stages. For some sounds, the SVMs make a misclassification while the GMMs give a right label in the first stage. Checking the results of GMMs by confidence measure can prevent undesired things like that to some extent. In experiments, when the threshold of confidence measure is set to be 0.09, the optimal results are reached. Besides, it is also suggested that the performance is enhanced in system III, in spite of fewer SVM classifiers. The reason for this result is that the SVM is more suitable for two-class classification than multi-class classification. It demonstrates that the work about investigation of easily confused categories is meaningful. In sum, the best method in this two-stage framework can achieve an improvement over GMM method by more than 3%.

5. Conclusions

This paper has presented a novel approach to combine models on the frame and segment levels for environmental sound classification. On the frame level, GMMs are selected as models to gather most information about shot-term features. Then, the GMMs’ likelihoods of sound clip are used as one part of segmental features. Based on the new segmental representation, SVMs are employed for reclassification on the segment level. The posterior probabilities of GMMs play the role of bridging GMM and SVM models. Therefore, this approach integrates the merits of both generative model and discriminative model. Experimental results show that the proposed system has achieved a significant improvement over the traditional methods.

In addition, we compare the effectiveness of GMM and HMM in the task of environmental sound classification. It is verified that the transition probabilities of HMM have no effect on modeling environmental sound. We also investigate the classification results of GMMs and introduce confidence measure to serve SVM classification. As a result, the number of SVMs to be trained is reduced greatly.
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