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Abstract

A novel distance measure for distance-based speaker segmentation is proposed. This distance measure is non-parametric, in contrast to common distance measures used in speaker segmentation systems, which often assume a Gaussian distribution when measuring the distance between two audio segments. This distance measure is essentially a k-nearest-neighbor distance measure. Non-vowel segment removal in pre-processing stage is also proposed. Speaker segmentation performance is tested on artificially created conversations from the TIMIT database and two AMI conversations. For short window lengths, Missed Detection Rate is decreased significantly. For moderate window lengths, a decrease in both Missed Detection and False Alarm Rates occur. The computational cost of the distance measure is high for long window lengths.

Index Terms: speaker segmentation, distance measure, k-nearest-neighbor

1. Introduction

The aim of speaker segmentation is to extract the longest possible homogeneous segments in a conversation. A homogeneous segment is considered to be generated from a single source (speaker). In a segmentation problem, it is assumed that no prior knowledge is available about the speakers (no speaker models) [1].

Speaker segmentation is the first essential part in speaker diarization systems. Speaker diarization systems are used in speaker tracking and rich transcription systems [2]. Such systems have been applied to several real-world databases such as Broadcast News data [3] and Rich Transcription of Meetings [2].

Speaker segmentation algorithms are divided into two broad categories: distance-based and model-based. The model-based algorithms assume a priori knowledge about the speakers (it has a speaker model training phase). In contrast, the distance-based segmentation detects acoustic changing points in an unsupervised manner. The distance-based speaker segmentation uses a distance measure to compute a distance curve. The speaker changing points are then extracted by processing the distance curve. The distance is usually derived from a statistical framework [4]. In other words, it is assumed that feature vectors in two audio segments are generated from a certain probability distribution (e.g. the multivariate Gaussian). The distance measure between the two audio segments is computed by computing the dissimilarity of these two distributions [4]. There are a number of distance measures that have been widely used. The KL2 distance measure is proposed in [5]. It uses Relative Cross Entropy or Kullback–Leibler distance to compute the distance between the Gaussian distributions. The Generalized Likelihood Ratio (GLR) is also proposed [2, 6] which assumes two hypotheses, and computes the distance by computing the likelihood of each hypothesis. One of the most prominent distances used is the Bayesian Information Criterion (BIC) which has been studied in [7]. Several other improvements over BIC have been proposed. XBIC is proposed in [8]. It uses the cross-probabilities between each audio segment and the model trained with data from the other segment. T-BIC is also proposed in [9] which haw less computational cost. It takes into account the Hotelling’s T²-Statistics to pre-segment the audio quickly. A post-processing step is then followed to decide to accept or decline the selected changing points.

The distance measures used so far are mostly parametric methods. As mentioned before, these measures usually assume that feature vectors are generated from a certain probability distribution, such as multivariate Gaussian distribution. When using short to moderate length windows (as you will see later in the paper) the modeling is usually not accurate enough. In this study, a non-parametric distance measure is proposed. This distance measure is based on the k-nearest-neighbor distance measure. In contrast to previous distance measures, it does not assume any certain probability distribution.

In Section 2, the speaker segmentation algorithm is explained. The BIC distance measure and the proposed distance measure are described in Section 3. In Section 4, the database that is used to evaluate the algorithm and also the evaluation results are described. The conclusion of this study is presented in Section 5. Some guidelines for future work are also described in this section.

2. Speaker Segmentation

2.1. Signal Processing

The features used in speaker segmentation systems are usually the same features that are used in speaker recognition systems. In this study, Mel-Frequency Cepstral Coefficients (MFCCs) are used as features. Prior to feature extraction, the input waveform is pre-emphasized (with coefficient of 0.97) and framed (25ms frame size and 10ms frame shift). Then, a Hamming window is applied to each frame. For each frame, 12 MFCCs are extracted (using 40 Mel-scaled filters). The energy of each frame is also appended to the feature vector.

* The author Seyed Hamidreza Mohammadi worked on this study as part of his Master thesis in Sharif University of Technology.
2.2. Non-Vowel Removal

In speaker segmentation algorithms, non-speech parts of conversation are removed and the processing is done on speech parts. In this study, it is proposed that in addition to non-speech parts, non-vowel segments should also be removed. This is because vowel regions are more important for speaker distinction in short windows. The results showed that this increases the performance of the system, especially the False Alarm Rate as will be shown Section 4.

As mentioned before, silence frames are removed prior to applying the segmentation algorithm. Two Gaussian Mixture Models (GMMs) are trained on vowel and non-vowel frames. The number of components is chosen to be 128 components. These two models are used to classify the incoming frames based on whichever has higher likelihood. MFCC and Zero Crossing Rate (ZCR) are used for this modeling vowel and non-vowels, since they are good feature for discriminating between vowels and non-vowels. The frames are chosen from TIMIT database. The phonemes are excluded from the rest of the testing data that is used for evaluation.

2.3. Speaker Segmentation Algorithm

In this study, fixed-sliding-window algorithm is used for detecting speaker changing points. As the name suggests, a fixed-size window is slid over the whole conversation, resulting in a distance curve. By processing this distance curve, speaker changing points are detected. These detected changing points will be compared to the reference changing points to evaluate the performance of the system. This process is shown in Fig. 1.

Given a distance curve, a “significant” local maximum which has a positive $\Delta BIC$ value is considered to be a speaker changing point [10].

2.4. Evaluating Speaker Segmentation Algorithms

For the purpose of evaluating speaker segmentation algorithms, we have used False Alarm Rate (FAR) and Missed Detection Rate (MDR) [10]. These two measures are defined as in (2).

$$\text{FAR} = 100 \times \frac{\text{FA}}{\text{RC} + \text{FA}}, \quad \text{MDR} = 100 \times \frac{\text{MD}}{\text{RC}}$$  \hspace{1cm} (2)

The terms FA, MD and RC in (2) represent the number of false detected changing points, the number of missed changing points and the number of true changing points, respectively. For every reference changing point, if a changing point is not detected within a span of 0.5 seconds, it will be considered a missed detection. For a reference changing point, if more than one changing point is detected within the 0.5 seconds span, all the additional detected changing points are considered false alarm. For every detected changing point, if a reference changing point is not present within a span of 0.5 seconds, it will be considered a false alarm.

3. Distance Measure

3.1. Bayesian Information Criterion

As described before, the most essential part of the distance-based speaker segmentation and clustering systems is the distance measure. The distance measure is used to compare the similarity of two audio segments. Usually, in speaker segmentation systems the distance is computed between two consecutive audio segments. These audio segments are called “windows” in most of the speaker segmentation studies.

The BIC distance measure assumes one of the following two hypotheses is true for a given window. Either a window is generated from a single source or two different sources [10]:

- $H_0: (x_1, \ldots, x_N) \sim N(\mu_y, \Sigma_y)$: The window is uttered by one single speaker; hence one Gaussian is adequate for modeling the window.
- $H_1: (x_1, \ldots, x_N) \sim N(\mu_x, \Sigma_x)$ and $(x_{N_y+1}, \ldots, x_N) \sim N(\mu_y, \Sigma_y)$

The window is uttered by two different speakers; hence two Gaussians should be used to model the window.

The BIC for each hypothesis is computed as in (3). The term $\log \left( \frac{X, H}{N} \right)$ represents the maximum likelihood criterion and the term $\frac{d}{2} \log N_x$ represents the dimension of the data [7]. The second part of the equation is a penalty term, which penalizes model complexity.

$$\text{BIC}(H) = \log(X, H) - \frac{d}{2} \log N_x$$  \hspace{1cm} (3)

The BIC value of the first hypothesis is subtracted from the BIC value of the second hypothesis, giving the final distance measure called the $\Delta BIC$ [10]. Assuming the distributions to be Gaussian, this value is computed using (4). The terms $N_x, N_y$ and $N_z$ represent length of windows X, Y and Z, respectively. Whenever this value is positive, the window is considered to be a changing point and whenever this value is negative, the window is uttered by a single speaker. This value can also be used as a distance measure between two audio segments. It is essentially GLR distance measure minus a penalty term. The GLR part of the $\Delta BIC$ formula measures the dissimilarity between the Gaussian distributions.
\[
\Delta BIC = \frac{N_x}{2} \log |\Sigma_x| - \frac{N_y}{2} \log |\Sigma_y| - \frac{N_z}{2} \log |\Sigma_z|
\]

3.2. K-Nearest-Neighbor Distance Measure

Most of distance measures used in speaker segmentation and clustering assume that feature vectors are generated from a Gaussian probability distribution. The distance is then computed by a dissimilarity measurement between distributions of two audio segments.

In this study, a k-nearest-neighbor distance measure is proposed as distance measure. The distance measure between segments X and Y is computed as follows:

- Normalize dimensions of the features to the [0, 1] range.
- Apply an appropriate weight to each dimension according to relevance of that dimension (in this study, uniform weights are used).
- Find k pair of frames between two audio segments which have the lowest Euclidian distance.
- The final distance is computed by summing the distances between all these k pair of frames.

The above procedure is formulated as (4). The function \( \min \) returns the k lowest values of all distances.

\[
KNNDIST(X,Y,k) = \sum \min_i (euclid(x_i,y_i)), m \in M, n \in N
\]  

(4)

3.3. KNNDIST versus BIC

The idea behind the proposed distance measure is depicted in Fig. 3. For simplicity, two dimensional data are used. Each sample is a data-point in each of the windows. During the computation, five nearest pairs are selected. The final distance is the sum of the distances between each of these five pairs. This is in contrast to other distances (such as KL2) which assumes a Gaussian probability distribution for each window and then compare these distributions. This idea is depicted in Fig. 4. As you can see, each window’s data-points are modeled by a Gaussian distribution. The final distance is computed using the parameters of the model.

Two sample distance curves of a speech segment are shown in Fig 5. The above figure is the distance curve extracted using BIC distance measure. The below figure is the distance curve extracted using KNNDIST distance measure. The window length is set to 2 seconds. The speaker changing points result in more sudden peaks in KNNDIST distance curve compared to BIC distance curve. Also, the peaks are right in the changing points, unlike the BIC distance curve, where the peaks may occur further away from the actual changing point (because of the parametric characteristic of BIC). Also, it seems that fewer fluctuations occur in a homogenous speaker segment, resulting in less False Alarm Rate.

The computational complexity of computing BIC distance is bound to complexity of computing determinant of the covariance matrix. If we let \( n \) represent the size of the window and \( d \) represent the dimension, the computational complexity is \( O(d^2n + d^3) \), which is equal to \( O(d^3n) \) for \( n \gg d \) (which is usually the case). The computational cost of computing KNNDIST is \( O(dn^2 + n\log n^2) \). Because of the \( n^2 \) factor, KNNDIST is more suited for small window sizes.

4. Results and Discussion

For the purpose of evaluating the proposed distance measure, two sets of conversations are artificially created by concatenating speech from TIMIT database. In the first one (conversation set A), there are 4389 speaker turns in all these conversations (each speaker segment is 1.5 to 4 seconds). The number of speakers in one conversation varies from 2 to 6. In the second one (conversation set B) only 10 seconds segments exist. There are 835 speaker turns in this set. Also two conversations from AMI multimedia meetings database is also used to validate the newly proposed distance and also the non-vowel removal idea in real environments.

Three experiments were performed on these two datasets. The first one shows the performance of the proposed distance measure with different window lengths on conversation set A. In
the second one, the DET curve for system performance on set A for both BIC and KNNDIST distance measure is plotted. In the third one, system accuracy is tested on the conversation set B. The features used are 12 MFCCs appended by log-energy. In all of the experiments, the value of k is set to half of the size of the window length (e.g., if a window consists of 200 frames, k is set to 100).

In the first experiment, the system is tested using different window lengths. The window length is set to 0.5, 0.75, 1, 1.5, 2 and 3 seconds. The \( \gamma \) in (1) is set to 0.2 for this experiment. The results are shown in Table 1. As it is evident, for short window lengths, the improvement in Missed Detection Rate is very high (about 70% decrease in MDR, with almost the same FAR). In the second experiment, window size 2 seconds with \( \gamma \) value 0.2 is tested on conversation set B. Both MDR and FAR are far less compared to BIC distance measure. Also the results on AMI database show a significant decrease in FAR while the MDR stays almost the same.

The DET curves of the segmentation system accuracy using both distance measures are shown in Fig. 6. For plotting the curve, the \( \gamma \) value in (1) is changed from 0.05 to 2 with a 0.1 step. In this experiment the window length is set to 1.5 seconds. The system is tested on set A. It can be seen from the DET curve that KNNDIST distance results in a far better performance compared to BIC distance measure.

The effects of removing non-vowel segments are also studied. We evaluate the following configuration: BIC distance measure with 2 seconds window size on set A. The results for only silence removal are MDR of 8.13% and FAR of 36.17%. For non-vowel removal, the results are MDR of 8.15% and FAR of 20.80%.

5. Conclusion and Future Work
A non-parametric distance measure for speaker segmentation was proposed in this study. It was shown that by using this distance measure, the performance of the speaker segmentation system is increased. For short window length (< 1.5 seconds), the increase of performance was in the Missed Detection Rate (about 70% decrease in MDR). For moderate window lengths (about 2 seconds), there is a slight increase in performance in both FAR and MDR. For long window lengths (> 2.5 seconds), the performance is decreased. Commonly, moderate window length (about 2 seconds) is used in segmentation systems. The computational complexity of this distance is \( O(n^d) \), so it is better suited to be used with short and moderate window lengths.

In this study, the number of k neighbors was selected to be the half of the window length. No experiment was performed to find an optimal k value. A study about finding an optimal value for k can be performed.

In this study, all of the data dimensions were assigned the same value (weight) in computing the KNNDIST distance measure. A study can be devoted to finding an optimal weight set in computing the distance.
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