Abstract
This paper contains an analysis of caller response timing patterns in spoken dialog systems. The findings presented here are based on data from live commercial dialog systems. It is shown that caller responses after a system finished playing the prompt resemble a uni-modal distribution and can be modeled with a rational distribution function. This finding allows understanding when callers tend to respond to a system depending on the dialog state type. Based on these findings a no-speech timeout optimization method is being proposed.
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1. Introduction
One of the biggest challenges in commercial spoken dialog applications is optimizing the turn-taking behavior of a system. One important component of such behavior are the pauses and no-speech timeout settings used by a system to determine when to take back a turn from the user in the case that the user is silent.

There exists extensive research on human-human turn-taking behavior, see, for example, [1]. Gravano et al. [2], studied the acoustics and prosody associated with human-human turn-taking in a gaming environment in order to learn what kind of cues indicate yielding a turn in a conversation. Likewise, substantial research has been conducted in the area of turn-taking in human-computer dialog systems. A number of studies have focused on developing systems that analyze prosodic and semantic cues to determine when a user has finished speaking versus just pausing during his/her utterance; for details see Raux et al. [3], Edlund et al. [4], and Schlangen [5]. Such research has resulted in methods to estimate when a caller is finished with speaking so that a system can take back the turn without interrupting the user.

However – at least to the knowledge of the author – there has been minimal work on optimizing the turn-taking scenario when a system gives the user the turn but the user does not take the offered turn, i.e. the user is silent. There has been some mentioning of this issue by Margulies [6] who concludes that “accuracy and success in IVR-based dialogues is closely correlated to more simplistic coupling between silence and syntax for touch-tone based systems and silence and prosody for speech-based systems.” Generally, it has been observed that if the no-speech timeout setting is too short, a system tends to interrupt a caller when he/she is just pausing in a turn, see also Witt et al. [7]. Margulies [6] also points out this challenge between too-short and too-long timeout settings. He adds that the majority of turn-taking failures due to non-optimally chosen timeout settings were cases of too short timeouts. In order to optimize this particular turn-taking scenario when the user is silent and the system needs to take back the turn, this paper will focus on understanding the patterns of the elapsed time between the end of a system prompt and the onset of the user’s response. The intent is to obtain an understanding of caller response timings across different spoken dialog systems. It is hoped that such information will prove useful in the design of efficient user interfaces as well as in the optimization of turn-taking via timeout settings.

2. Prior work
Bull et al. [8] studied inter-speaker intervals in human-human dialogues and found that these intervals depend on the following factors: 1) speaker differences; 2) task related factors and 3) dialogue structure related factors. The question that is to be studied in this work is how such findings relate to human-computer dialogues.

Levow [9] is one of the first to discuss the difficulties of optimal timings in spoken dialog systems. She describes how on the one hand callers tend to complain about a system’s slowness while on the other hand, if the system responds too fast, turn-taking issues - such as the system and the user speaking at the same time - are likely to occur. Williams et al. [10] measured response timing differences between novices and expert users to two different dialog states and found that novice users actually tended to respond faster, sometimes even barging in on the system. Cummerford et al. [11] conducted a usability experiment with 6 participants measuring the response timings in a menu dialog state with and without help commands being offered and found that the response time a) depended on whether the option the user wanted was offered in the menu and b) that if the desired menu option existed, more than 90% of the users responded within 2.5 sec.

3. Data Collection and Method
Since the aim of this work was to obtain a generic understanding of caller response timing patterns, we analyzed data taken from several live commercial deployments in different types of log files. These live deployments cover the following system domains: (1) Technical Support (for a computer manufacturer), (2) Energy company service, (3) Cable television call routing and (4) Banking self-service. The response timings for these applications were extracted from the recognizer log and application logs. The advantage of using data from live systems is that it provides realistic, un-biased data. The downside is that it sometimes is not possible to extract data for a particular variable while all other variables stay constant. For this reason data presented in section 4.2 is taken from experimental data; for details on that data see [7].
4. Caller Response Timings

Based on the live data as described above, Figure 1 depicts the response timing patterns for three dialog state types: Open-ended (“How may I help you”), menu–style question and a data collection-style question (e.g. asking for an account number), starting at prompt end. In all three cases it can be seen that the distribution of responses from the end of a prompt onwards over time resembles a uni-modal distribution. Note also that especially in Figures 1(b) and 1(c) caller had the opportunity to respond anytime up to 7 seconds but there is no additional increase of responses later on, i.e. no secondary smaller curve. Note also that the data was taken from different dialog systems with different caller populations, yet they all display the same pattern. These observations lead to the hypothesis that caller response timings after prompt end tend to have a curved shape that can be modeled with a uni-modal distribution independent of system type and dialog state type.

In order to find a good model for this observed uni-modal distribution, we experimented with several different common probability distributions such as Beta, Gaussian, Lorentzian, reciprocal and rational distributions. The best match was found with a rational distribution:

\[
G_{\text{Rational}}(x) = \frac{a + bx}{1 + cx + dx^2}
\]

Figure 1 also depicts the estimated rational distribution in addition to the actual data. The parameters for the rational distribution can be estimated with standard, iterative methods, see [12]. The parameters of the rational models plotted in Figure 1, were estimated with the Levenberg-Marquardt method.

Table 1 gives the goodness of fit for the example response patterns in Figure 1, where the “Goodness of fit” was measured via \(\chi^2\) (based on Pearson’s chi-square test) and \(r^2\) (as the coefficient of determination).

In order to validate the hypothesis that the response time pattern after prompt end tends to resemble a uni-modal distribution with a single hump for most dialog states independent of dialog state type and system domain, Figures 2 and 3 shows the response time pattern for larger number of dialog states from several different spoken dialog systems. Figure 2 shows an overlay of the response time patterns for four different open-ended dialog states from four different systems.
The example presented here is from a deployed system for an energy company. In this application there exist two dialog states that are essentially the same, i.e. they ask for a date, but in one case, the date is for when to stop energy service to a home, whereas in the other case, it is when to start service. In other words, the difference between the two dialog states lies in their context. Figure 5 below shows the difference in the response patterns. A t-test showed that the difference between the two response patterns is significant with $p=0.16$ ($\alpha=0.05$). Callers seem to be more prepared to provide a start date for energy service as opposed to when stopping energy service.

4.2. Response times dependency on preceding events

In Figure 5 we show the impact on the response pattern as a function of what happened in the preceding dialog state. The data is based on 696 data points and the difference between the three groups is significant with $p=0.00002$ ($\alpha=0.05$). The lower line indicates the response pattern in the case where there was no turn-taking issue in the preceding dialog state, i.e. there was a successful recognition event. ‘Impatient barge-in’ indicates that in the previous turn the user barged-in on the system. Note that this data was not available from live data and thus taken from an experimental study, see [7].

Clearly, those callers tend to respond faster as can be seen by the steeper rise of the blue curve when compared to the green line where the user had a successful turn before. Lastly, the steepest increase can be found in the case where the user had a turn-taking error in the preceding dialog state, i.e. the system and user were talking at the same and/or talking over each other. In this case, users seem to have learnt that they better respond fast in order to avoid problems in this turn in the dialog.

4.1. Response times dependency on context

Two other variables that influence the response timing patterns are: (1) the context of a dialog state and (2) the events preceding a dialog state. This section now shows an example for both cases. Answers to almost the same question and same type of callers, can result in very different response timing patterns, if the context is different.
5. Timeout Setting Optimization

Typically, commercial spoken dialog systems only use a global timeout setting for all dialog states in a system. In other words, dialog systems do not take into account the differences in the response patterns for each dialog state. However, if a timeout is too short or too long in a particular dialog state, this can lead to serious turn-taking issues. Thus, it is proposed to use optimized local timeout values which minimize for a particular dialog state the duration of silence for those callers who decide not to respond while at the same time ensuring that the ‘almost all’ callers who will respond have responded. This can be defined as 95% or 98% of all callers. Therefore, an optimized timeout is defined as the time when for example 98% percent of all callers would have responded. Such timeout choices would be optimal in the sense that the system would give the overwhelming majority of all callers an opportunity to respond without unnecessarily waiting for those callers that will not respond, i.e. cause a timeout error.
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Figure 7: Estimated cumulative probability distribution

Let $F_{D_i}(t) = P(D_i(X \leq t))$ describe the cumulative response distribution for dialog state $D_i$ with $t$ denoting a response time. Thus, in order to find the optimized timeout setting for each dialog state, $F_{D_i}(t)$ has to be estimated. $F_{D_i}(t)$ can be modeled using the rational distribution function $G(x)$. Since we are looking at the time period from the end of the prompt until the maximum observed response time, $t_{max}$, the distribution needs to be bounded at the lower end by 0 and $t_{max}$ at the upper end. The cumulative distribution function also gets normalized by the preceding coefficient. With this, $F_{D_i}(t)$ becomes:

$$ F_{D_i}(t) = \frac{1}{t_{max}} \int_{0}^{t_{max}} \frac{a + bx}{1 + cx + dx^2} dx $$

Table 5 depicts a list of example dialog states for which the optimal timeout has been calculated. As can be seen, the optimal timeouts where 98% of all callers will have responded vary significantly by dialog state. These variations match the observations about response time patterns reported in section 4.

<table>
<thead>
<tr>
<th>Dialog State ID</th>
<th>Type</th>
<th>$t_{98%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Open Ended</td>
<td>0.0005</td>
</tr>
<tr>
<td>2</td>
<td>Menu</td>
<td>0.002</td>
</tr>
<tr>
<td>3</td>
<td>Menu</td>
<td>0.015</td>
</tr>
<tr>
<td>4</td>
<td>Menu</td>
<td>0.003</td>
</tr>
<tr>
<td>5</td>
<td>Menu</td>
<td>0.004</td>
</tr>
<tr>
<td>6</td>
<td>Data Collection</td>
<td>0.001</td>
</tr>
<tr>
<td>7</td>
<td>Confirmation</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Table 2: Optimized timeouts for example dialog states

6. Conclusions and Future work

This paper presented results from an investigation on the response timing patterns of users of spoken dialog systems. Data from about over 30 dialog states and 6 different dialog systems was analyzed in order to derive a general hypothesis of response timing patterns. It was found that the histogram of caller responses tends to resemble a uni-modal distribution and can be modeled with a rational distribution. It was also shown that while the resemblance to a rational distribution is general, the shape of the distribution depends on the question type, the system context and other factors. Future work will focus on measuring the impact of the proposed no-speech timeout method on overall spoken dialog system success and call duration.
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