Using generalized additive models and random forests to model prosodic prominence in German
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1. Introduction

The perception of prosodic prominence is influenced by different sources like different acoustic cues, linguistic expectations and context. We use a generalized additive model and a random forest to model the perceived prominence on a corpus of spoken German. Both models are able to explain over 80% of the variance. While the random forests give us some insights on the relative importance of the cues, the general additive model gives us insights on the interaction between different cues to prominence.

Index Terms: prosody, prominence, gam, random forests

2. Method

2.1. Bonner Prosodische Datenbank

The Bonner Prosodische Datenbank (henceforth BPD) is described in [9]. It features recordings from 3 speakers in different speaking styles and has a total of 10587 syllables. The database was annotated for prominence by three annotators. Table 1 shows the correlations between the three raters as well as the correlation with the median of the three annotations, indicating good inter-rater agreement. In addition to the prominence annotation the BPD features a broad array of linguistic annotations for each syllable as well as acoustic features like syllable duration and a parametrization of F0 [10]. The material contains different speaking styles such as questions, answers, commands and read stories. The BPD has served as a data basis for serval studies [9, 5, 7, 11].

Table 1: Correlations between the prominence ratings of the three raters ACA0 - ACA2 as well as to the median of their ratings ACAT

<table>
<thead>
<tr>
<th></th>
<th>ACA0</th>
<th>ACA0</th>
<th>ACA0</th>
<th>ACA0</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACA0</td>
<td></td>
<td></td>
<td></td>
<td>0.91</td>
</tr>
<tr>
<td>ACA1</td>
<td>0.87</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACA2</td>
<td>0.93</td>
<td>0.82</td>
<td>0.77</td>
<td></td>
</tr>
</tbody>
</table>

2.2. Modeling

First we would like to describe the cues we use to predict prominence. In the BPD ACAT refers to the median prominence ratings, with values ranging from 0 (not prominent) to 31 (very prominent). This is the response variable in our analyses. PACAT and FACAT denote the median of the rating prior (PACAT) and following (FACAT) the current syllable. The range is the same as for ACAT. WORTART is a part-of-speech tag that can take one of eight different values. ACCE is a binary variable specifying whether a syllable can be accented. SILBE provides the identity of the syllable and NUCLEUS the identity of its nucleus. There are 848 different syllables and 31 different nuclei in the corpus. SYLDUR is the duration of the syllable in ms. We log transformed SYLDUR (SYLDURL). AMPLI, ANSTIEG, FALL and DELAY are parameters that describe the F0 contour as described in [10]. AMPLI is the amplitude of the F0 peak normalized to the speakers’ maximum and minimum F0 baselines. AMPLI is speaker dependent and can take values between 0 and 100. We made use of two complementary statistical technics: generalized additive models and random forests.

2.2.1. GAMs

We used the mgcv package [12] for R [13]. For an introduction to using mgcv see [14]. A generalized additive model (GAM) uses smooth functions to model non linear functional relations between predictors and the response. Multiple predictors may be combined with the help of tensor product smooth to model wiggly regression (hyper)surfaces. We used ACCE as a factorial predictor, random slopes for SILBE and WORTART, and tensor smooth to model the interactions between SYLDURL, AMPLI and PACAT, AMPLI and FACAT, PACAT and FACAT, SYLDURL and PACAT, and SYLDURL and FACAT. Other predictors did not reach significance.
2.2.2. Random forest

We used the implementation of random forests in the party package [15, 16, 17] for R [13], which implements forests of conditional inference trees. The package provides variable importance measures. The models predicted values are obtained using a voting scheme defined over the trees. We used NUCELUS, WORTART, ACCE, AMPLI, SYLDURL, PACAT, and FACAT as predictors to prominence. Other variables were considered but turned out not to contribute. We used the default settings to train the random forests. We computed AUC-based variables importance since they seem to be more robust [18].

3. Results

3.1. GAMs

The fitted model accounted for 82 % of the variance in the data. Table 2 shows the coefficients for the parametric predictors in the GAM. Table 3 lists the numbers of degrees of freedom invested in the smooth terms of the GAM, and associated F-statistics. Figure 1 shows the fitted prominence surface as a function of FACAT and PACAT. Lighter shades of gray predict a higher prominence value while darker shades predict lower prominence values. One can see that syllables in a context of low prominent syllables are more likely to get high prominence values. While higher values of both predictors result in higher prominence, the effect of AMPLI is strongest for lower values of SYLDURL. The interaction of PACAT and AMPLI are presented in figure 3 and interaction between PACAT and SYLDURL in figure 4. Comparing figures 3 and 4 we find that preceding prominence modulates the contribution of AMPLI more strongly than the contribution of SYLDURL. Figure 3 shows that the effect of AMPLI vanishes for higher values of PACAT. Figure 4 suggests a u-shaped effect of PACAT that becomes stronger for longer syllables. Figures 5 and 6 present the smooth surfaces for two more interactions involving FACAT. Figure 5 indicates high prominence for high values of AMPLI and lower values of FACAT. Figure 6 indicates that the effect of FACAT is somewhat reduced for shorter syllables.

3.2. Random forest

The correlation between the predicted prominence of the random forest and the median of the prominence ratings ACAT is 0.922. The model explains 85% of the variance in the data. This correlation is higher than the inter-rater correlations and within the same range as the correlations between the individual ratings and the median rating (ACAT see table 1). Figure 7 summarizes the AUC-based variable importances [18]. The amplitude of the F0 peak receives the highest importance value. The next highest rating predictors represent linguistic properties, followed by syllable duration. The context variables PACAT and FACAT are slightly more important than the predictor specifying whether the syllable can carry an accent. Figure 8 shows the prominence ratings for the first phrase in the corpus “Lauter bitte” - “Louder, please”. The first three panels show the observed ratings of the three raters ACA0 - ACA2. The next panel shows the median (ACAT). The last panel shows the prominence as predicted my the random forest. The differences between the three raters are

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimate</th>
<th>Std. Error</th>
<th>t value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>7.5808</td>
<td>0.4053</td>
<td>18.7</td>
</tr>
<tr>
<td>ACCE</td>
<td>5.4562</td>
<td>0.3326</td>
<td>16.4</td>
</tr>
</tbody>
</table>
greater than the difference between the ACAT ratings and the prediction of the random forest.

4. Discussion

The random forest gives us the best fit to the data with an explained variance of 85 %. Our model accounts for 17 % more explained variance than other reported models in the literature. The AUC-based variable importance suggests that F0 is the most important cue to prominence for the corpus. This result fits well with other studies reporting F0 as the most important cue to prominence [2]. However the BPD does not provide intensity measures, and it is possible that intensity is a more powerful predictor to prominence than F0 [1]. For future work we recommend the addition of intensity measures to the BPD. Of the linguistic predictors NUCLEUS and WORTART are well supported in contrast to the variable ACCE, the indicator for whether a syllable can be accented. The GAM supplements the random forests by clarifying how the different numerical predictors interact. This is especially important for the interactions involving preceding and following context (PACAT and FACAT). The influence of the context has been observed before [19]. The present study is the first to clarify that preceding and following context codetermines the effects of F0 (AMPLI) and syllable duration (SYLDURL).

5. Conclusions

The present study shows recent statistical methods offer more precise insights into the role of acoustic, linguistic and context factors on the perception of prominence. With both models we were able to explain more variance than any model in the literature. Random forests offer excellent prediction accuracy as well as a means for evaluating variable importance. GAMS are a good choice for the modeling of non linear interactions. The present study documents such nonlinear interactions — the reduction in AIC compared a standard linear model with multiplicative interactions is no less than 1917 — most of which involve the prominence of the preceding and following syllables. Further research will have to verify whether the observed interactions are robust and replicable. A further challenge for future research is to clarify why the nonlinear regression surfaces arise.
Figure 5: Contour plot for the fitted linear predictor for prominence as a function of the following prominence value (FACAT) and speaker normalized F0 amplitude (AMPLI). The black lines connect identical linear predictors to syllable prominence. Dark areas indicate a lower contribution to prominence than lighter areas.

Figure 6: Contour plot for the fitted linear predictor for prominence as a function of the following prominence value (FACAT) and the logarithmic transformed syllable durations (SYLDURL). The black lines connect identical linear predictors to syllable prominence. Dark areas indicate a lower contribution to prominence than lighter areas.

Figure 7: Prominence ratings of the three raters, the median and the predicted prominence of the random forest for the first phrase in the BPD. The phrase is transcribed in sampa: “Lauter bitte” - “Louder, please”

Figure 8: AUC-based variables importance for the random forest. Higher values show more important variable importance.
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