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Abstract

Out-of-vocabulary named entities (OOV NEs) are always misrecognized by fixed-vocabulary automatic speech recognition (ASR) systems. This has a negative impact on downstream applications such as language understanding and machine translation (MT). Automatic detection of OOV NEs in ASR hypotheses can help mitigate this problem by triggering the use of alternative approaches to acquire and process these NEs. State-of-the-art OOV NE detection typically involves tagging ASR-hypothesized words using a sequence model, such as conditional random fields (CRF), in conjunction with a variety of contextual and ASR-derived features. In this paper, we propose a novel variable-span tagging approach for detecting OOV NEs. Instead of tagging individual words in ASR hypotheses, we directly tag longer spans of consecutive words. The proposed approach outperforms a state-of-the-art CRF tagger on two distinct held-out test sets with different OOV NE distributions. On a 5.1K-word test set rich in OOV NEs, our method achieves 56.1% detection rate at 10% false alarm rate (vs. 52.1% for the CRF detector). On a 39.4K-word test set with a natural distribution of OOV NEs, we obtain 73.0% detection rate at 10% false alarm rate (vs. 69.5% for the CRF detector). In all cases, OOV NEs are completely unobserved in our training data.

Index Terms: named entity detection, OOV detection, automatic speech recognition

1. Introduction

Named entities (NEs) play a crucial, information-bearing role in spoken language [1]. Because they often refer to key persons, locations, organizations, etc., the inability to understand or communicate NEs usually has a deleterious effect on spoken interactions, including human-machine interactions (e.g. dialogue systems) [2] as well as machine-mediated human-human communication (e.g. conversational spoken language translation (CSLT) systems) [3].

NEs pose a significant problem for traditional spoken language systems based on automatic speech recognition (ASR) systems. The sheer number and variety of NEs makes it impossible to ensure full coverage by a typical fixed-vocabulary ASR. Consequently, out-of-vocabulary named entities (OOV NEs) are guaranteed to be misrecognized by ASR, which usually substitutes or inserts a sequence of phonetically similar in-vocabulary words that best match the linguistic context of the hypothesis. This causes significant problems for downstream applications. In a CSLT system, for instance, misrecognized OOV NEs in the source language often produce meaningless target translations, which can lead to miscommunication and/or stalling of the conversation.

Figure 1 shows an example of a misrecognized OOV NE. The OOV NE problem can be somewhat mitigated by automatically identifying portions of the ASR hypotheses that might correspond to OOV NEs. Knowledge that the spoken utterance contains an OOV NE in a specific location can be leveraged to trigger alternative strategies to acquire and process the NE. For example, we previously leveraged such capability in an English-to-Iraqi CSLT system to splice the speech segment corresponding to detected OOV NEs directly into the target language speech [4]. This enabled our system to perform cross-lingual transfer of critical NEs even though they were unable to be translated via the traditional ASR/MT route due to guaranteed recognition failure.

Figure 1. Example ASR error caused by an OOV NE

There is a large body of existing literature on OOV detection [e.g., 5, 6-10] as well as NE tagging [e.g., 11, 12-18] in speech, but significantly less prior work focusing on the compound OOV NE detection problem. Existing approaches typically combine information from both OOV detection and NE tagging. For example, Parada et al. [19] used an OOV detector to identify ASR-hypothesized words likely to be caused by OOVs while recognizing NEs in speech. Kumar et al. [20] improved OOV NE detection by applying ASR confidence scores (word posterior probabilities) to signal possibly misrecognized words. Because these existing approaches are adapted from the NE tagging literature, they share the common characteristic of tagging each individual word in the ASR hypothesis using a point-classifier such as maximum-entropy (maxent), or sequence tagger such as conditional random fields (CRF) [21]. State-of-the-art performance has been achieved with CRF-based tagging [19].

However, as shown in Figure 1, we observe that ASR often breaks OOV NEs down into multiple in-vocabulary words. Thus, a drawback of the single-word tagging approach is that it fails to capture contextual information that can help identify a span of consecutively misrecognized words corresponding to an OOV NE. We address the above shortcomings of existing OOV NE tagging approaches by focusing on variable-length word spans as atomic units for OOV NE detection. Thus, our training and inference instances consist of multi-word spans in the ASR hypothesis. We use a simple maxent classifier for tagging each span, and collage the predictions to obtain word-level decisions. We compare this approach to a state-of-the-art CRF-based system using a rich set of contextual and ASR-derived features.

The remainder of this paper is organized as follows. Section 2 describes our training corpus and evaluation sets. Section 3 describes various baseline OOV NE detectors, including a state-of-the-art CRF-based system. In Section 4, we present the novel variable-span OOV NE detection approach. Experimental results are summarized in Section 5.
2. Training and Evaluation Data

OOV NE detection operates on ASR hypotheses. We use the BBN Byblos ASR system to transcribe speech automatically. The system uses a multi-pass decoding strategy in which models of increasing complexity are used in successive passes to obtain gradually refined recognition hypotheses [22]. The acoustic model (AM) was trained on approximately 200 hours of manually transcribed conversational English speech, which consisted of 129K utterances segmented by sentence boundaries. These speech data came from the English side of the DARPA TransTac two-way spoken dialogue collections covering various domains, including force protection (e.g., checkpoint, reconnaissance, and patrol), medical diagnosis, aid, maintenance, infrastructure, and others [23]. We trained the language model (LM) on 6M sentences with 60M words, drawn from both the TransTac domain and out-of-domain sources. We obtained 11% word error rate (WER) on a held-out test set of 3,138 utterances (38K words). Besides 1-best hypotheses, the decoder also generates confusion networks (word graphs) from the decoding lattice.

2.1. Training Corpus

A subset of the reference transcriptions of the 200 hours of English speech was manually annotated with NE labels. We employed the jack-knifing technique to generate a training corpus for the OOV NE detector. We divided the 200 hours of English speech with reference transcriptions into ten equal partitions. Each partition was decoded with an LM that left out transcriptions for that partition (ten different LMs were trained, one for each partition). The global baseline AM was used for decoding all partitions. OOV NE errors were elicited in each partition by excluding labeled NEs in that partition from the corresponding decoding lexicon and LM. Word-level reference OOV NE labels were generated for the entire training set (combining all jack-knife partitions) by automatically aligning the ASR hypotheses with corresponding reference transcriptions (i.e., we labeled a word in the ASR hypothesis as an OOV NE error if it was aligned to an OOV NE in the corresponding reference transcription).

Of the 129K ASR-decoded English utterances in the jack-knifed training set, only 6,235 utterances contained OOV NEs (a total of 7,765 NE tokens, corresponding to 0.5% of all reference tokens in the corpus). Regardless of the approach used, initial experiments indicated that models trained only on the instances containing OOV NEs outperform those trained on the entire corpus. Thus, we trained all OOV NE detectors on the subset of 6,235 instances containing these errors. The first row of Table 1 summarizes the ground-truth labeled training as well as the OOV NE detection training process.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Size (words)</th>
<th>OOV NE rate</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>86.9K</td>
<td>8.9%</td>
<td>24.0%</td>
</tr>
<tr>
<td>Dev-Rich</td>
<td>23.6K</td>
<td>1.6%</td>
<td>26.7%</td>
</tr>
<tr>
<td>Test-Rich</td>
<td>5.1K</td>
<td>5.7%</td>
<td>41.5%</td>
</tr>
<tr>
<td>Dev-Natural</td>
<td>45.3K</td>
<td>0.7%</td>
<td>13.6%</td>
</tr>
<tr>
<td>Test-Natural</td>
<td>39.4K</td>
<td>0.4%</td>
<td>13.3%</td>
</tr>
</tbody>
</table>

3. Baseline OOV NE Detection

In order to establish a baseline for comparison to our proposed approach, we implemented a CRF-based OOV NE tagger similar to the system recently shown by Parada et al. [19] to perform well on this task. The baseline CRF OOV NE detector was trained using CRF++ [24]. CRF models the sequential characteristics of OOV NE errors in ASR hypotheses (e.g. OOV NE errors are likely to occur in bursts). We incorporated features commonly used for both OOV detection and NE recognition [e.g., 19, 20]. The following features were computed for every ASR hypothesized word:

Current Word identity: The current ASR hypothesized word.

Part-of-speech (POS): We automatically tagged the ASR hypotheses with their parts-of-speech using the Stanford tagger [25].

ASR confidence: Word posterior probabilities (WPP) computed from acoustic and language model scores using the forward-backward algorithm on a word lattice. Higher WPP implies greater ASR “confidence” in the hypothesized word.

Language model salience: We used the negative LM log-likelihood of the candidate word given its n-gram context applied during ASR decoding. Higher perplexity implies mismatched linguistic context.

Word vs. graphone decoding disagreement: We computed the phonetic edit distance between hypotheses generated by word and sub-word ASR systems. We used graphones [26] as sub-word units due to their robustness (lower error rate) constructed to be rich in previously unseen OOV NEs. These sets also contained other challenges for ASR, including OOV non-names, phonetically confusable words (homophones), mispronunciations, etc.

In the second configuration, we evaluated OOV NE detection performance on held-out development and test sets drawn from the DARPA TransTac collection. These sets resemble the ASR training corpus and contain a more natural distribution of OOV NEs as observed during the course of real conversations in the domains of interest. ASR hypotheses of both evaluation sets were hand-annotated with OOV NE tags.

The last four rows of Table 1 summarize the development and test sets used in both configurations. As expected, the OOV NE rate, and consequently ASR word error rate (WER) on the problem-rich sets corresponding to the first configuration are quite high. On the other hand, the sets with natural distribution of NEs have significantly lower OOV NE rate and ASR WER. We emphasize that, in both configurations, our evaluation framework mirrors a real-world scenario where OOV NEs are not simulated but are completely unknown to and previously unobserved by both ASR model training as well as the OOV NE detection training process.
compared to phoneme decoding. Graphones were automatically learned and inferred from letter-to-phoneme alignment obtained using standard statistical machine translation (SMT) phrase extraction techniques [27]. Maximum length of graphemes was set to three letters.

**ASR error posterior**: Posterior scores generated by a CRF-based ASR error detector combining all the features described above, as well as additional features including the density of the word confusion network (i.e., the number of competing hypothesis words in a given slot), phonetic acoustic model scores, word boundary detector posterior, and homophone indicator features [28]. At 10% false positive rate, the ASR error detection rate is 68.3% for the test set rich in OOV NEs, and 61.2% for the test set with natural OOV NE distribution.

**Context**: All the above features from the previous and the following $n$ words. We tuned $n$, ranging from 0 to 3, on the held-out development data sets. The highest OOV NE detection rate was achieved when $n$ is set to 2.

Because CRF++ is designed to run with categorical features, we discretized all real-valued features into 100 bins, each containing roughly the same number of instances. The number of bins is chosen empirically, and may require tuning if used on a different corpus, task, or domain. We tuned various model parameters, including the CRF order (first and second), context size of neighboring features, and the extent of overfitting, on the held-out development sets to maximize detection rates. For both the rich and the natural OOV NE test sets, the best development-set performance was achieved using a second order CRF to model dependency between successive labels, a context of five words (i.e., features from the two prior, current, and two successive hypothesized words), and 0.1 overfitting. This is the CRF-ASR baseline.

In addition to this strong baseline system, we also implemented a maxent-based word-level detector trained on the above OOV NE corpus (MAXENT-REFERENCE); a CRF-based word-level NE detector trained on ground truth transcriptions of the OOV NE corpus (CRF-REFERENCE); and a maxent-based word-level NE detector trained on ground truth transcriptions of the OOV NE corpus (MAXENT-REFERENCE). We used the same feature set and training utterances for building all detectors.

### 4. Variable-Span OOV NE Detection

As the example in Figure 1 demonstrates, ASR misrecognition of OOV NEs always generates a contiguous sequence of one or more incorrectly hypothesized words. Instead of tagging each misrecognized word individually, it makes intuitive sense to tag the entire span as corresponding to an OOV NE. By treating the span as an atomic unit for labeling OOV NEs, we are able to better capture contextual information that indicates the presence of a NE in the utterance. Because we are now classifying individual spans rather than tagging word sequences, we employ a simpler point-wise maxent classifier trained on the same feature set used by the CRF baseline.

Labeled spans corresponding to OOV NE errors are available in the training corpus. We begin by identifying all OOV NE and non-OOV NE regions in the training instances. For the example ASR hypothesis shown in Figure 1, “someone from” and “is a dealer” are two non-OOV NE regions separated by an OOV NE region “all in th here”. For each region, we find all spans of consecutive words up to a specified maximum length and assign to each span the label of the containing region. Table 2 illustrates span-level training instances for the above example, up to span length of 3.

We extract features by considering each span as an atomic unit. Thus, all span-internal words and corresponding POS tags are mapped to “current word identity” features. Words and corresponding POS tags to the left and right of the span are considered its “lexical context”. For instance, the immediate left context of the OOV NE span “all in th here” is “from”, whereas the immediate right context of the OOV NE span “in th there” is “is”. Span-level real-valued features (e.g., “ASR confidence”, “LM salience”, “ASR error posterior”, etc.) are computed as simple arithmetic averages of the corresponding feature values over all words in the span. We trained a maxent classifier with the L-BFGS algorithm. Maxent Gaussian priors were tuned to be 0.05 on both development sets.

<table>
<thead>
<tr>
<th>$L$</th>
<th>Non-OOVNE</th>
<th>OOVNE</th>
<th>Non-OOVNE is a dealer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>someone, from</td>
<td>all, in, th, here</td>
<td>is, a, dealer</td>
</tr>
<tr>
<td>2</td>
<td>someone, from</td>
<td>all, in, in, th, here</td>
<td>is, a, a, dealer</td>
</tr>
<tr>
<td>3</td>
<td>w/a</td>
<td>all, in, th, in, th, here</td>
<td>is, a, dealer</td>
</tr>
</tbody>
</table>

Labeled regions are unavailable during inference on development/test sets. Therefore, we iteratively tag each span in the ASR hypotheses with the maxent classifier, up to the maximum span length specified in training. In the first pass, we tag all single-word spans; in the second pass, we tag all two-word spans; and so on. For each span, the classifier returns the posterior probability of that span corresponding to an OOV NE. We aggregate classifier posteriors for all spans covering a candidate hypothesis word to decide if it corresponds to an OOV NE misrecognition.

We observed that the variable-span maxent classifier tends to overestimate OOV NE posterior lengths, possibly because they trigger more “current word identity” feature functions. To alleviate this issue, we applied span length-specific scaling factors to the estimated OOV NE posteriors. The final score for each hypothesized word is computed as the sum of scaled posteriors over all the spans covering that word.

We tuned the maximum span length and span length-specific scaling factors on the development sets. The optimal maximum span length was determined to be three words. Optimal scaling factors for single-word, two-word, and three-word spans were 0.2, 0.5, and 0.3 for the OOV NE-rich configuration; 0.4, 0.5, and 0.1 for the configuration with natural distribution of OOV NEs. These scaling factors were applied to posterior estimates tested on test sets to obtain word-level decisions. For reporting purposes, we refer to this approach as SPANMAXENT-ASR.

### 5. Experimental Results and Discussion

We compared the proposed SPANMAXENT-ASR approach to the state-of-the-art CRF-based detector (CRF-ASR) and with the three other approaches (MAXENT-ASR, CRF-REFERENCE, MAXENT-REFERENCE) described in Section 3. In each case, systems were evaluated on the unseen test sets after parameter tuning on the corresponding development sets.
We note that even though SPANMAXENT-ASR performs inference on variable-length spans, we evaluate its detection performance at the word level in order to be consistent with the competing methods that operate at this level.

Figure 2. Comparison of detection performance on OOV NE-rich test set (Test-Rich).

Figure 3. Comparison of detection performance on naturally distributed OOV NEs (Test-Natural).

Figures 2 and 3 show the receiver operating characteristic (ROC) curves for all five approaches on the rich and natural OOV NE distribution configurations, respectively. We focus on a low false positive rate range of 0-15%, where we typically operate the OOV NE detector. On the OOV NE-rich test set (Test-Rich), SPANMAXENT-ASR strongly outperforms the baseline CRF-ASR over the entire region of interest. On the test set with naturally distributed OOV NEs (Test-Natural), SPANMAXENT-ASR beats CRF-ASR over more than half the region of interest, but appears to be less robust on the low-false-alarm-rate region from 0-6%. MAXENT-ASR is a close third in all cases, performing slightly worse than CRF-ASR as expected. The last two methods, viz. CRF-REFERENCE and MAXENT-REFERENCE, trained on ground truth transcriptions of the NE-tagged training corpus, perform significantly worse than the top three, which are trained on jack-knifed ASR hypotheses of the training set.

This is due to mismatch between training and testing conditions; NEs and their context are always observed during training, but are significantly corrupted during testing.

Table 3 summarizes, for both test configurations, the OOV NE detection rate at a fixed false alarm rate of 10% for all five methods compared in this work. At this operating point, the detection rate of SPANMAXENT-ASR is significantly superior to the CRF-ASR baseline by 4.0% absolute (7.7% relative) on Test-Rich (p < 0.001 according to a two-tailed paired permutation test with 10,000 random permutations); whereas on Test-Natural, it outperforms CRF-ASR marginally by 3.5% absolute (5.0% relative, p = 0.056). MAXENT-ASY trails CRF-ASR by 2-3%, while the traditional clean-text NE taggers lag considerably.

Table 3. Detection rates of the five approaches on the two test configurations at a fixed false positive rate of 10%.

<table>
<thead>
<tr>
<th>Method</th>
<th>Test–Rich</th>
<th>Test–Natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAXENT-REFERENCE</td>
<td>21.0%</td>
<td>41.4%</td>
</tr>
<tr>
<td>CRF-REFERENCE</td>
<td>21.8%</td>
<td>42.1%</td>
</tr>
<tr>
<td>MAXENT-ASR</td>
<td>48.9%</td>
<td>67.2%</td>
</tr>
<tr>
<td>CRF-ASR</td>
<td>52.1%</td>
<td>69.5%</td>
</tr>
<tr>
<td>SPANMAXENT-ASR</td>
<td>56.1%</td>
<td>73.0%</td>
</tr>
</tbody>
</table>

6. Conclusions

Automatic detection of OOV NEs is critical for many ASR-driven spoken language systems, because it can serve to trigger alternative strategies for acquiring and processing NEs that are guaranteed to be misrecognized by ASR. Existing approaches view OOV NE detection as a word-sequence labeling problem, similar to clean-text NE tagging. The best results in the literature have been obtained using CRF-based sequence tagging. However, these approaches tend to overlook important contextual information for OOV NE error spans, thereby producing sub-optimal results.

In this paper, we recognized that OOV NE detection is a span-labeling problem. With this view, we proposed a novel, variable-span OOV NE tagging method to label spans of consecutive words in ASR hypotheses. We compared the proposed approach to a state-of-the-art CRF-based system, as well as three other systems, including standard clean-text NE taggers. We evaluated each method on two different configurations with different positive class distributions – one rich in OOV NEs, and the other with a much lower frequency, natural distribution of OOV NEs. We showed that the variable-span OOV NE detector outperforms the state-of-the-art CRF baseline in both configurations over a majority of the region of interest in the ROC curve. While the distribution of OOV NEs in test data can affect performance of the variable-span detector in its current implementation, our experiments clearly demonstrated the effectiveness of the span-based view for OOV NE detection in ASR hypotheses.
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