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Abstract

In this paper we present results for the audio-visual discrimination of prominent from non-prominent words on a dataset with 16 speakers and more than 5000 utterances. We collected data in an experiment where users were interacting via speech in a small game, designed as a Wizard-of-Oz experiment, with a computer. Following misunderstandings of one single word of the system, users were instructed to correct this word using prosodic cues only. Hence we obtain a dataset which contains the same word with normal and with high prominence. We extract an extensive range of features from the acoustic and visual channel. Thereby we also introduce fundamental frequency curvature as a measure. The analysis shows that there is a large variation from speaker to speaker in respect to the discrimination accuracy between prominent and non-prominent words as well to which features yield the best results. In particular we show that the visual channel is very informative for many of the speakers and that overall the feature capturing the mouth shape is the best individual feature. Furthermore, we show that a combination of the acoustic and visual features improves the performance for many of the speakers.

Index Terms: prosody, prominence, visual, audio-visual, pitch curvature, polynomial approximation

1. Introduction

Current spoken dialog systems don’t listen to the prosodic variations of speech even though it is well known that prosodic cues play a very important role in human communication [1]. Nevertheless, quite a few researchers have investigated how they could use prosodic cues to improve the human-machine dialog [2, 3, 4]. In general the inclusion of prosodic cues is quite difficult as they show not only a large variability from speaker to speaker but are also difficult to extract from the speech signal. The inclusion of visual information might be a route to alleviate these problems. Information on the movements of the speaker’s mouth and face notably improves the accuracies of automatic speech recognition, particular in difficult situations [5, 6, 7, 8]. Humans are also able to use such visual information to extract prosodic cues [9, 10, 11, 12, 13]. Studies quantifying these visual prosodic cues have shown that they are mainly manifested in larger jaw opening, lip spreading and protrusion and to some extend to head movements [14, 15].

In [16] it was shown that speakers use prosodic cues to highlight corrections in a dialog with a machine and that these can be detected using prosodic cues. We extended this idea in [17] to the audio-visual discrimination of prominent from non-prominent words. In particular we showed that the performance can be improved by visual features extracted from the speaker’s face without the use of additional visual markers. As visual features we used image transformations calculated on the mouth region of the speaker. For this paper we introduce two new acoustic features and significantly extended the dataset. The latter allows us to perform a more detailed analysis of the quality of the different features and their variation from speaker to speaker.

In the next section an overview on the recording of the data will be given. After that Section 3 describes the different features extracted from the acoustic and visual channel. Following this Section 4 will present the results of the classification experiments. Then we will discuss the results in Section 5 and give a conclusion in Section 6.

2. Dataset

For the recording of the data subjects interacted via speech in a Wizard of Oz experiment with a computer in a small game where they moved tiles to uncover a cartoon. With this playful setting we expected to obtain more natural speech, in particular regarding the prosody. This game yielded utterances of the form ‘place green in B one’. Occasionally, a misunderstanding of one word of the sequence was triggered and the corresponding word highlighted, verbally and visually. Verbal feedback was based on the FESTIVAL speech synthesis system [18]. The subjects were told to repeat in these cases the phrase as they would do with a human, i.e. emphasizing the previously misunderstood word. However, they were not allowed to deviate from the sentence grammar by e.g. beginning with ’No’. This was expected to create a narrow focus condition (in contrast to the broad focus condition of the original utterance) and thereby making the corrected word highly prominent. In total 16 subjects, 8 females and 8 males, eight speaking British English as their sole native language, three being bilingual British English/German, four speaking American English as their sole native language and one being bilingual American English/German were recorded. The audio signal was originally sampled at 48 kHz and later downsampled to 16 kHz. For the video images a CCD camera with a resolution of $1280 \times 1024$ pixel and a frame rate of 25 Hz was used.

We trained HTK [19] on the Grid Corpus [20] followed by a speaker adaptation with a Maximum Likelihood Linear Regression (MLLR) step with a subsequent Maximum A-Posteriori (MAP) step to perform a forced alignment of the data. Thereby we used a combination of RASTA-PLP and spectro-temporal HIST features [21] as this gave upon visual inspection better results then either of the feature sets alone or MFCC features.

For further processing those turns where the original utterance and a correction were available were selected. Overall we have 2683 turn pairs (original utterance + correction), i.e. on average $\approx 160$ turn pairs per speaker. From these the word which was emphasized in the correction was determined. Then it was extracted as well in the original utterance as in the correction. This yields a dataset with each individual word taken from a broad and a narrow focus condition. An analysis of acoustic
3. Features

To extract word prominence from the acoustic signal we used on one hand features which are well known from the literature and on the other hand introduce two novel features: the maximal curvature of the fundamental frequency curve and the length of the gap before and after the word in question. For the visual channel we used the features we developed in [17]. More precisely we extracted the nose position in the image via the openCV library [22]. Starting from the nose position we used a fixed and for all speakers identical offset to determine the mouth region. After downsampling by a factor of 2 this yields an image of 100×100 pixels of the mouth region (compare Figure 1). On these images we calculated a two-dimensional Discrete Cosine Transform (DCT). Out of the 10000 coefficients per image we selected the 50 with the highest energy. We did this by calculating for each speaker separately the mean energy of all 10000 coefficients on a randomly selected subset of 10% of the data. Consequently we obtain 50 coefficients per frame to capture the mouth shape. We also investigated a two-dimensional Fast Fourier Transform (FFT) but as its performance was always inferior to that of the DCT we do not include the results here. From these features (except for duration) the mean value for each word was calculated and used in the subsequent analysis. The beginning and end of the word was taken from the forced alignment.

In the next sections we will detail the novel acoustic features. An overview over all the features we used is given in Table 1.

3.1. Gap Duration

The duration of the word is known to be a feature to signal word prominence. We refer to this as $D_W$. When looking at the data we observed that some speakers had the tendency to lengthen the gap between the prominent word and its predecessor and successor. We capture this by adding the gap before and after the word under investigation to obtain the feature $D_G$. The duration of these gaps is taken from the forced alignment of the data. Subsequently we combine $D_W$ and $D_G$ to $D$.

3.2. Fundamental Frequency Curvature

The perception of prominence of a word is strongly influenced by the presence and height of a fundamental frequency peak [23]. Yet in the determination of this peak a baseline has to be defined. As the fundamental frequency varies across a sentence this baseline is not obvious. Common approaches calculate some statistics of the fundamental frequency contour to capture this peak (e.g. max, min, mean, slope [24]) In order to capture this peak more robustly and to some extend more dependent on the local fundamental frequency context we introduce the maximal fundamental frequency curvature as a measure. The maximal curvature defines how pronounced the peak is. To calculate the curvature we first approximate the fundamental frequency (in the voiced part) of the word via a parabola $y = a_2 x^2 + a_1 x + a_0$. This parabola is fitted in a least squares sense. Outliers in this fit are removed with a RANSAC [25] like approach where we randomly fit different parabolas and select the one with the best trade-off between mean error and number of outliers:

$$\arg\min_n [\bar{e}_n(n)(1 + l(n))]$$

with $\bar{e}_n(n)$ the mean error of the n-th approximation and $l(n)$ the corresponding number of outliers. Once we fitted the parabola we can determine the value and curvature

$$e = \frac{2a_2}{[1 + (2a_2x + a_1)^2]^2}$$

at the vertex $v = -a_1/(2a_2)$. For parabolas where the value at the vertex is a maximum this value defines our maximal fundamental frequency and maximal curvature value. For upwards oriented parabolas (i.e. a fundamental frequency valley) or if the vertex is outside the word boundaries we set the curvature to zero and the maximal fundamental frequency to the mean of the segment. In addition to these two features, i.e. the value at the vertex $f_0^M$ and the curvature at the vertex $f_0^c$, we also extract $f_0$, the mean fundamental frequency in the voiced region of the word relative to the mean of the utterance. In the following we use a combination of these three features as our fundamental frequency feature $f_0$. For the extraction of the fundamental frequency we use our previously developed algorithms for fundamental frequency extraction [26] and tracking [27].

4. Results

To discriminate prominent from non-prominent words a Support Vector Machine (SVM) with a Radial Basis Function Ker-
nel was trained using LibSVM [28]. For each feature combination a grid search for $C$, the penalty parameter of the error term, and $\gamma$, the variance scaling factor of the basis function, was performed using the whole dataset. Prior to the grid search the data was normalized to the range $[-1 \ldots 1]$. With the found optimal parameters an SVM was trained on 75% of the data and tested on the remaining 25%. Hereby a 30 fold cross validation in which the data set was always split such that an identical number of elements is taken from both classes was run. To establish the 30 sets a sampling with replacement strategy was applied. This process was performed individually for each speaker.

In Table 2 the results of the individual features averaged over all 16 speakers are displayed. When comparing the score for $D_W$, i.e. the duration of the word, $D_C$, i.e. the duration of the gap before and after the word, and the combination of both $D$ one can see that combining the two values into one feature notably improves the performance. Similarly, the combination feature $f_0$ consisting of the fundamental frequency value at the vertex of the parabola approximation $f_{DCT}^{Max}$ with the curvature at the vertex $f_{DCT}^{Curv}$ and the mean of the fundamental frequency in the word relative to the utterance $f_0$ also leads to a significant improvement. For these reasons in the following we will only use the combined features $D$ and $f_0$. One also notices that the DCT feature is quite strong. In fact only the (combined) $f_0$ feature is stronger. This is a clear indication that the mouth shape conveys a significant amount of information on the prominence of the word. The nose position and speed on the other hand yield only little information.

In Fig. 2 the results for each individual speaker are given. As can be seen the quality of the different features for the different speakers varies a lot. Fundamental frequency is the strongest feature for 6 speakers (A, C, D, E, G, I). Duration only for 4 speakers (B, L, M, P) and relative energy for none. Spectral emphasis is a strong cue for speakers F and G, yet not the strongest. Speakers (B, L, M, P) and relative energy for none. Spectral emphasis is a strong cue for speakers F and G, yet not the strongest.

Next we want to investigate how the combination of these different features behaves. When looking at Table 2 and Fig. 3 we see that the combination of energy and duration yields to a notable improvement. Adding also spectral emphasis improves further, up to 71.6% correct. If we now also add the DCT features we further improve to 73.7% correct. The combination of energy, duration, spectral emphasis and fundamental frequency is the best audio-only combination with 74.9% correct. Adding to this combination also the DCT feature does not increase the average results any further and also yields 74.9% correct. A look at Fig. 3 reveals again that the performance for the different speakers is quite varied. In the combination of energy, duration and spectral emphasis adding the DCT improves results for many speakers (those where the improvement is statistically significant, evaluated with a t-test with $\alpha = 5\%$, are marked with an asterisk). These are speakers C, D, F, H, J, L, N, O and P, i.e. 9 speakers. Hence almost all speakers where the DCT was the strongest individual feature and some more. When also the fundamental frequency is added there is only an improvement for 8 speakers (C, D, H, I, and J).

Finally we want to take a look on the correlation of the features with each other and the class labels in Fig. 4. In particular we are interested in the correlation of the visual features with the acoustic features. For this reason we only used the data from speakers F, H and J as they had particularly high scores for the visual features. In case of the DCT we used the five coefficients with the lowest frequencies. As can readily be seen we replicate previous findings that energy and fundamental frequency are highly correlated [29]. Furthermore, we can see that $f_0^\Delta$, the curvature of the fundamental frequency, is not strongly correlated to $f_0^M$ and $f_0$, the maximal and mean value, respectively. Hence the curvature yields novel information. Similar $D_C$, the duration of the gap, is only rather weakly correlated with $D_W$, the duration of the word and therefore also yields novel information. Regarding the visual features the situation is more difficult. As well the nose $y$ velocity as the DCT lowest $y$ frequency coefficient (0,1) are correlated with the energy. The visual features show only little correlation with duration. A look at the correlation of the DCT coefficients with the class labels shows that mainly the mean energy (0,0), and the lowest $x$ (0,1), and $y$ (1,0) frequencies as well as the lowest diagonal frequency (1,1) show correlations. The correlations for the higher frequencies (0,2) and (2,0) are very low.

### 5. Discussion

We first observed that the newly introduced features, i.e. the duration of the gap before and after the word as well as the approximation of the fundamental frequency with a parabola and the calculation of the value and curvature at the vertex, yielded to a notable improvement of the classification scores. This is substantiated by a feature correlation analysis which indicated that they contribute novel information.

The detailed analysis of the results showed that there is a large variation in classification accuracy from one speaker to the other. The best score for the best speaker (J) is 92% correct and for the worst (D) it is 66%. Furthermore, we observed that also the strength of the different features is quite different from speaker to speaker. For most speakers either duration, fundamental frequency or the visible articulators are the most

---

Table 2: Classification scores in % averaged over all 16 speakers. See table 1 for the meaning of the feature name abbreviations.

<table>
<thead>
<tr>
<th>$D_W$</th>
<th>$D_C$</th>
<th>$D$</th>
<th>e</th>
<th>SE</th>
<th>$f_0^M$</th>
<th>$f_0^\Delta$</th>
<th>$f_0$</th>
<th>DCT</th>
<th>y</th>
<th>y$\Delta$</th>
<th>e-D</th>
<th>e-D-SE</th>
<th>e-D-SE-$f_0$</th>
<th>e-D-SE-$f_0^\Delta$</th>
<th>e-D-SE-$f_0^\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>62.8</td>
<td>59.0</td>
<td>64.7</td>
<td>58.8</td>
<td>65.2</td>
<td>64.8</td>
<td>62.6</td>
<td>68.2</td>
<td>66.9</td>
<td>54.9</td>
<td>57.5</td>
<td>69.5</td>
<td>71.6</td>
<td>73.7</td>
<td>74.9</td>
<td>74.9</td>
</tr>
</tbody>
</table>

Figure 4: Covariance matrix of the different features with each other and the labels (L) for speakers F, H and J. For the DCT the coefficients are ordered with underlying y and x frequencies as (0,0), (0,1), (1,0), (1,1), (0,2), (2,0).
informative. We see a trend that the American subjects (F, K, L, M, P) used duration to a lesser extend.

In our view the most surprising aspect is that the visual modality is for some speakers very informative with scores of \( \approx 80\% \) correct. For the moment we do not really know what the main cue is which yields these good classification rates in the visual channel. The feature correlation analysis indicates that it is not a durational cue, e.g., longer opening of the mouth, they capture. This is supported by the fact that two speakers (F, H) who show very good scores for the DCT have only low scores for duration. We suspect that it is the visible hyperarticulation for prominent words [14], i.e., a larger opening of the mouth and a wider spreading of the lips, which is responsible for the good classification scores. The correlation analysis supported this to some extend as mainly the DCT coefficients capturing the mouth opening and spreading show a correlation with the class labels.

A limitation in the current setup is that the extraction of the visual features is much less reliable than the extraction of the acoustic features. In addition to some imprecisions in the nose tracking quite a few speakers also tilted their head frequently which leads to a rotation of the mouth region. This then dramatically changes the DCT feature extraction. Hence we expect improvements for the visual feature extraction once this head rotation is compensated.

We could also see that some speakers use head movements (reflected by the nose position and velocity) to signal prominence. In particular using only the nose velocity yielded more than 70% correct rates for speakers F, J and P. This is in line with previous findings which in particular found that not all speakers behave like this [9, 14, 15]. Yet even for these speakers the recognition scores did not improve when the nose feature was either combined with the DCT features or the acoustic features.

6. Conclusion

We collected via a small Wizard-of-Oz game with a computer data where subjects were uttering words with normal and high prominence. During the game we made audio and video recordings. We then extracted acoustic and visual features and trained an SVM classifier to discriminate the normal from the highly prominent words. The results showed that there is a large difference between the different speakers. This comprises as well a large variation between the recognition scores we obtained as well as which features yield the best scores. In particular we could show that the visual channel contains a lot of information for the discrimination of prominent from non prominent words by a machine. For several speakers the combination of the acoustic and the visual channel significantly improved the recognition scores. Next steps include a correction of head tilt motions which dramatically compromise our visual feature extraction process and the move from a classification to a detection task.
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