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Abstract
We extract 1495 speech features from 2 subjectively evaluated text-to-speech (TTS) databases. These features are extracted from pitch, loudness, MFCCs, spectrals, formants, and intensity. The speech material is synthesized using up to 15 different TTS systems, some of them with up to 8 different voices. We develop quality predictors for TTS signals following two different approaches to handle the huge set of speech features: a three-step feature selection followed by a stepwise multiple linear regression and an approach based on support vector machines. The predictors are cross-validated via 3-fold cross validation (CV) and leave-one-test-out (LOTO) CV. Due to the high number of features we apply a strict CV method where the partitioning is realized prior to the feature scaling and feature selection steps. In comparison we also follow a semi-strict approach where the partitioning effectively takes place after these steps. In the 3-fold CV case we achieve correlations as high as .75 for strict CV and .89 for semi-strict CV. The more ambitious LOTO CV yields correlations around .80 for the male speakers whereas the results for the female voices show the need for improvement.

Index Terms: quality prediction, text-to-speech (TTS), cross-validation

1. Introduction
Synthetic speech has attained a level of quality that no longer reminds listeners of robot-like voices but of real human speakers. This makes TTS applicable in various different applications, e.g. email readers, information systems, and smart-home assistants. Especially, the boom in e-books and the implied possibility to synthesize the books’ content as well as iPhone’s spoken dialog system Siri brought numerous people in contact with synthetic speech in their everyday life. The emerging new use cases implicate the necessity for efficient quality assessment methods for TTS signals. Depending on the aspect of interest a variety of different listening tests can be conducted. Most listening tests however, e.g. the ITU-T Rec. P85 [1], capture the overall quality as well as inherent quality attributes of the synthesized speech signals. Since listening tests are very time-consuming and additionally extremely cost-intensive a frequent assessment of the quality of TTS systems during development is mostly not feasible. In cases like these instrumental methods that predict the perceived quality of the user without the need for actual human listeners would come in handy.

Previous research in this direction yielded several different helpful speech features. In [2] and [3] the benefit for instrumental quality assessment of prosodic as well as MFCC parameters has been explored. In [4] a large-scale feature set [5] was used for quality prediction. The results already revealed the relevance of this feature set. In this paper we present further research on TTS quality prediction on the basis of the mentioned feature set. We present two new approaches for quality estimation. Both predictors were developed applying either 3-fold CV or LOTO CV and tested on two comprehensive subjectively evaluated German TTS databases.

The following section presents the TTS databases that were used within this study. Section 3 outlines the feature extraction algorithm. In Section 4 we illustrate different approaches on model assessment. The two quality predictors are presented in Section 5 while the results and the discussion of these approaches are shown in Section 6. Finally, Section 7 concludes the outcome of this paper and gives a perspective to future work.

2. Databases
This section presents two subjectively evaluated TTS databases which were compiled during two extensive studies on quality dimensions of synthetic speech.

2.1. Test 1
The Test 1 database resulted from a study in which the inherent quality dimensions of state-of-the-art TTS systems were investigated [6]. 14 female and 15 male synthesizers were used to generate 2 samples per system configuration. All stimuli were downsampled to $f_s=16$kHz and level normalized to $-26$dBv prior to listener presentation. The average sample duration was 9-10s. In a first pretest 2179 quality describing attributes were collected out of which 296 unique descriptions were found. These attributes were condensed into 44 scales. In a second pretest this set of attribute scales was narrowed down to 16. In the main test 30 listeners (15 female, 15 male, mean age: 27.9 years) assessed all 60 stimuli (30 female, 30 male) on the overall impression scale and on the 16 attribute scales from the pretest. All participants were native German speakers, non of them had any known hearing disabilities. The stimuli were presented via head-phones (Sennheiser HD 485) and a high-quality sound device (Roland Edirol UA-25) in a soundproof booth.

2.2. Test 2
The second database was gathered during a multidimensional scaling experiment [7]. To gain deeper insight into the quality
of the stimuli presented in this study a post test was conducted. The 30 female and 27 male stimuli, all synthesized by different TTS system configurations, that were evaluated in the main test were thus rated on the same scales as described in Test 1. Prior to listening, the stimuli were downsampled to fs=16kHz and level normalized to -26dBV. 12 test participants (5 female, 7 male, mean age: 27 years), 5 expert listeners from the Quality and Usability Lab, TU Berlin and 7 naïve participants took part in the test. All of them were native German speakers. The stimuli had an average duration of 5s and were presented via head-phones (Sennheiser HD 485) and a high-quality sound device (Roland Edirol UA-25) in a quiet listening environment.

2.3. Similarities and differences between databases

10 German sentences from the EUROM.1 corpus [8] were selected as source material for Test 1 out of which each system synthesized two. One of these sentences was shortened to an approximated synthesized duration of 5s and used as source material for Test 2. All stimuli in Test 2 contain the exact same wording, while only 6 out of the 60 stimuli from Test 1 were synthesized from the same text.

In Test 1 we used most TTS systems with German voices that were available at that time, but not necessarily all available voices per system. Test 2 covers the same synthesizers with the addition of two newer systems. Moreover, Test 2 contains up to 8 different voices per synthesizer.

Finally, both tests also differ according to the invited test participants, i.e., none of the participants from Test 1 were part of the study in Test 2.

3. Feature extraction

As a basis for the quality prediction approaches in Section 5 we use the feature extraction algorithm described in [5]. The extracted features provide a broad variety of information on vocal expression patterns that are useful when classifying human emotions. As depicted in [4] the inherent information is also suitable when analyzing the quality of synthetic speech. In the first step the following low-level audio descriptors are extracted: pitch, loudness, MFCC, spectral, formants, and intensity. Subsequently, a statistic unit derives moments, extrema, linear regression coefficients and ranges of the respective acoustic contours. Among others this yields features like: pitch range, maximum value of the second formant, the mean of a Mel frequency cepstral coefficient, and the maximum change in spectral flux.

We applied the feature extraction on the databases from Section 2, extracted 1495 features per file and used them as an input for the quality prediction approaches in Section 5.

4. Model assessment

Different cross-validation (CV) schemes are used in order to investigate the extent to which the broad feature pool can be exploited for quality prediction. Due to the high number of available features, special care is advisable here in order to regard the overfitting problem. Random 3-fold CV [9] is used for intra-test model validation, i.e., models are trained on 2/3 of the data of a given database, and tested on the remaining 1/3 of that database. Second, a deterministic inter-test CV (LOTO) is performed, where the model is trained using one database, and tested on the other (and vice versa). Thus, the results of different auditory tests are compared on the basis of model generalization. Regarding feature selection, we differentiate between a strict and a semi-strict CV scenario.

Figure 1 depicts the strict CV scenario. The feature matrix is denoted by X. The target vector y contains the auditory ratings. For the k-th CV partitioning, model training comprises feature normalization, supervised feature selection, and model training. The scaling information η, the indices of the selected features ι, and the model parameter vector β, which are evaluated using the training data, parametrize the estimation of the test data. A comparison between the estimate y(\hat{\beta}) and the true auditory ratings y(test) over all k yields the average Pearson correlation R and the average root-mean-square error τ.

The semi-strict CV scenario in Figure 2 differs from the strict case in that the scaling and the selection information is effectively determined before the CV partitioning, using the complete data. Hence, whereas the strict CV prohibits any prior knowledge about the data, the semi-strict CV is limited to avoiding "technical" model overfitting. Note, that the mentioned feature selection refers only to the supervised selection which involves the target ratings (y). An unsupervised feature screening is conducted in any case, removing singular features with atypical variance.

5. Predictors

In this section we present two different approaches which are able to cope with extensive feature sets as described in Section 3. Due to the differences between female and male speech and the experience that the importance of features for quality prediction heavily depends on the speaker gender of the stim-
uli [10] we develop separate quality prediction models for each gender.

5.1. Three-step feature selection and stepwise regression

The main idea of this approach is to reduce a huge feature set (in this case 1495 features) via a three-step feature selection (FS) to a small subset (fewer than 10) while keeping enough relevant information to be able to build an effective quality prediction model via a stepwise multiple linear regression (SR). The FS-SR approach is based on the algorithm described in [11] and can be seen in Figure 3.

In a first step we use the Relief algorithm [12] to omit irrelevant features by a relevance ranking of all $i$ features in the feature set. Relief finds the nearest "hit" and the nearest "miss" for each feature $x_i$ in the set, i.e. another sample of the same class and another sample of a different class, respectively. Subsequently, it adjusts the relevance value $r_i$ of each feature $x_i$ according to (1).

$$r = (x_i - \text{near-hit})^2 + (x_i - \text{near-miss})^2$$

The so-called relief-F algorithm is an adaptation of relief for the handling of noisy, incomplete as well as multi-class data sets [13]. In this paper we use the Matlab implementation of relief-F to retain the 12.5% most relevant features, e.g. 187 features, for further processing.

In a second step we remove redundancy from this feature subset by applying the k-means algorithm [14] to cluster features into groups of similar features. We build 10 feature clusters and select the feature with the highest relief-F relevance value as a representative of this cluster. The k-means cluster solution is strongly dependent on the randomly chosen starting points of the cluster centers. Thus, each execution of k-means yields slightly different clusters and representatives. Therefore, we count the occurrence of representatives throughout 2000 executions of k-means and select all features with an occurrence rate above 30%. This reduces the number of features below 15 throughout all databases.

In a third and final step we use a stepwise multiple linear regression to select relevant features from the previous subset and to build a prediction model. Thus, the steps relief-F, k-means and the stepwise multiple linear regression from Figure 3 are all part of the feature selection blocks in Figures 1 and 2. Moreover, the stepwise multiple linear regression also develops the final prediction model as shown in the blocks model (training) and model (test).

5.2. Support Vector Regression

Support-vector regression (SVR) adopts the support-vector-machine (SVM) principle for function estimation [9]. Aiming at a simple, i.e. flat, regression function, which approximates the training data with limited precision $\epsilon$, a model can be found by minimizing the empirical risk (error) [15]. The tradeoff between model complexity and training error is adjusted via a constant $C$ which is kept fixed throughout this study. We use a special case of SVR, called $\nu$-SVR [15], [16], where $\epsilon$ is adaptively determined through a fixed constant $\nu$. The radial basis function is chosen as the kernel type. Features and auditory ratings are scaled to $[0, 1]$ for model training and testing. Supervised feature selection is performed prior to model training. Only features with a minimum correlation magnitude, i.e., $|R| \geq 0.4$, are used for the evaluation of the SVR model.

6. Results and discussion

We built models considering the model assessment techniques presented in Section 4. The results can be seen in Tables 1 and 2. As can be seen from Table 1, the average correlation between auditory and predicted mean opinion score (MOS) for the 3-fold CV varies between .35 and .89. The error range is 0.39-0.94, where the MOS ratings have been scaled to the common absolute-category-rating (ACR) scale [1, 5] beforehand. Note that good predictive performance of the model is indicated by high correlations and low error values. In all cases, the semi-strict CV case yields better figures, which reveals the influence of feature selection outside the CV loop.

Moreover, this table shows that the SVR approach outperforms the FS-SR in 3-fold CV, especially for the case of the strict CV. When comparing the results across speaker gender both models achieve a higher prediction accuracy for the male data except in the case of a semi-strict CV on Test 1 data.

Turning to the results of the LOTO CV in Table 2, the semi-strict CV likewise leads to evidently better correlations than the strict CV independent of the prediction model and the speaker gender with the exception of the FS-SR approach on female data. The correlations vary between .43 and .89 while the error range is 0.45-0.88. This shows, compared to the results of the 3-fold CV, that the quality prediction task with LOTO CV is more ambitious because the models are trained on one database and tested on the other. Strikingly, the correlations for both models with LOTO CV on the male data exceed the averaged correlations that are achieved via a 3-fold CV. This effect applies especially for the FS-SR approach with an average 3-fold correlation of .51 in the strict CV case and .70 in the semi-strict CV case compared to correlations of .74 and .81 respectively in the
LOTO CV. A possible cause lies in the nature of the databases. As mentioned in Section 2.3 both databases contain a very similar set of TTS systems and are thus not completely independent. Moreover, the models built during the 3-fold CV are always trained on only 2/3 of one database. This implicates that models in some of the 3-fold CV loops are built on a training set that contains no stimuli of synthesizer A while the test set contains only stimuli of synthesizer A (in extreme cases this can happen with entire synthesizer types e.g. no unit selection, diphone or HMM-synthesizer). This can lead to very low correlations in some 3-fold CV loops which affect the average correlation of the model to a degree that occasionally makes the 3-fold CV inferior to the LOTO CV. Moreover, since the models in the LOTO CV are trained on the whole database they are theoretically more stable than the models from the 3-fold CV and as a result they can lead to better correlations on other databases. Furthermore, it is noticeable that compared to the 3-fold CV the performance gap between FS-SR and SVR for the male data is considerably smaller. Additionally, the prediction accuracy of both models is substantially better for the male voices than for the female.

Table 1: Performance of quality prediction models on the test sets (3-fold cross-validation). The figures are averaged over 500 random CV partitionings.

<table>
<thead>
<tr>
<th>TEST</th>
<th>MODEL</th>
<th>MALE</th>
<th>FEMALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>FS-SR*</td>
<td>.517</td>
<td>.761</td>
</tr>
<tr>
<td></td>
<td>SVR*</td>
<td>.720</td>
<td>.566</td>
</tr>
<tr>
<td></td>
<td>FS-SR**</td>
<td>.644</td>
<td>.595</td>
</tr>
<tr>
<td></td>
<td>SVR**</td>
<td>.855</td>
<td>.423</td>
</tr>
<tr>
<td>II</td>
<td>FS-SR*</td>
<td>.493</td>
<td>.767</td>
</tr>
<tr>
<td></td>
<td>SVR*</td>
<td>.751</td>
<td>.681</td>
</tr>
<tr>
<td></td>
<td>FS-SR**</td>
<td>.747</td>
<td>.501</td>
</tr>
<tr>
<td></td>
<td>SVR**</td>
<td>.887</td>
<td>.496</td>
</tr>
</tbody>
</table>

*Strict CV. **Semi-strict CV.

Table 2: Performance of quality prediction models on the test sets (Leave-one-test-out cross-validation).

<table>
<thead>
<tr>
<th>TEST</th>
<th>MODEL</th>
<th>MALE</th>
<th>FEMALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>I,II</td>
<td>FS-SR*</td>
<td>.739</td>
<td>.642</td>
</tr>
<tr>
<td></td>
<td>SVR*</td>
<td>.796</td>
<td>.550</td>
</tr>
<tr>
<td></td>
<td>FS-SR**</td>
<td>.810</td>
<td>.517</td>
</tr>
<tr>
<td></td>
<td>SVR**</td>
<td>.893</td>
<td>.450</td>
</tr>
</tbody>
</table>

*Strict CV. **Semi-strict CV.

Table 3 depicts the average number of features per model. The results reflect the range of predictor performance which may be achieved without explicit feature construction, i.e., by using a large feature pool which describes a speech signal on virtually all physical levels. From a statistical viewpoint, feature selection outside the CV loop introduces an optimistic bias since potential randomness is not necessarily leveled out. In contrast, the strict CV case can be seen as pessimistic since the simulation of "non-knowledge" may appear artificial in that the credit of empirical evidence is largely truncated. We believe that a realistic performance range can be hypothesized through the reported figures. The features that have been chosen during feature selection cover a wide range of different signal properties.

Table 3: Average number of features per model.

<table>
<thead>
<tr>
<th></th>
<th>3-fold*</th>
<th>3-fold**</th>
<th>LOTO*</th>
<th>LOTO**</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS-SR</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>SVR</td>
<td>277</td>
<td>210</td>
<td>219</td>
<td>116</td>
</tr>
</tbody>
</table>

*Strict CV. **Semi-strict CV.

The correlations achieved by means of a 3-fold CV are as high as .75 in the strict CV case and .89 in the semi-strict case. The results for LOTO CV show correlations above .80 for semi-strict CV and the male data. The correlations on the female voices with LOTO CV show that there is still, especially for the FS-SR approach, the need for further improvements. All in all, the present models have been validated via different CV techniques on 2 different databases, containing up to 15 different TTS systems. Thus, they represent considerable improvements in the field of quality prediction for synthetic speech. In the future we plan to extend the feature set to various other features that have already been proven to be useful for quality prediction, e.g., additional prosodic features [17] and Fujisaki-Features [18]. Furthermore, we aim at building prediction models trained on the databases of the annual Blizzard Challenge. These models will be used to estimate the quality of the synthesizers of the current competition. In addition, we will test the generalizability of the presented predictors on independent databases.
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