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Abstract
Following recent trends in the development of spoken dialogue systems, this paper proposes to improve the performance of the user’s intent extraction by means of joint decoding of automatic spoken language transcription and understanding. Gains are expected not only from a better connectivity and mutual awareness of both tasks but also through the use of discriminant models and integration of an error-corrective intermediate mechanism. This latter is based on a statistical post-editing of the speech recognizer word lattice and conditional random fields instantiating the former in our system. An overall absolute reduction of 1.1% is observed by direct application of the proposed techniques on the MEDIA task.
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1. Introduction
Generally a spoken dialogue system (SDS) consists of several components working sequentially to perform oral human-machine interactions. The automatic speech recognition (ASR) module transcribes the user request and transmits the transcribed speech as a written input to the spoken language understanding system (SLU). The SLU process extracts the semantic information from the input text and expresses it in a meaning representation format. This information is used by the dialogue manager to find a response corresponding to the user’s request in its related database. This response is thereafter transferred to the user with the help of a natural language generator and a text-to-speech synthesizer.

This pipeline (or cascade) view of an SDS is undoubtedly the most widespread in the state-of-the-art systems. In such an architecture, the SLU system takes the best hypothesis output (1-best) from the ASR system as input to perform semantic tagging. The performance of such system relies greatly on the approach used to derive the semantic information and its robustness to recognition errors. Indeed misrecognized words may imply some misunderstandings.

Recently several statistical approaches have been proposed for the SLU system. Those approaches present an interesting trade-off between their performance and the efforts invested in their development. Several studies investigated and compared probabilistic methods to train a SLU model e.g. [9] and showed that discriminative approaches, and especially conditional random fields (CRF), are the most efficient for sequential semantic tagging.

Despite the good performance of the discriminative approaches, their quality is still a function of the quality of their inputs. To decrease the impact of the recognition errors on the overall system performance, some works proposed to use an ASR n-best hypotheses list instead of the 1-best hypothesis [8, 13]. Others proposed to use ASR word confidence scores [24, 12, 3, 11] during the understanding process in order to prevent errors caused by misrecognized words.

In this paper, we intent to develop a “fat pipeline” between the SDS components. This transmission must not lie only on a selected abridged information but on the most interesting and promising part of the full hypothesis search space, encoded in a lattice. More particularly our overall objective is to develop a performing approach for SLU with the possibility to operate a joint decoding with the speech transcription step allowing a better information transmission between the two complementary tasks. The joint decoding will allow to select a transcription from the generated word graph (or lattice) taking into account the semantic tagging hypotheses of this transcription. In this line of thought, we no longer seek to derive the best transcription, but the transcription that can be semantically labelled in the best possible way with current semantic models.

An homogeneous representation of models is needed to permit the joint decoding. The output of the ASR system is presented as a word lattice or graph. A similar representation is therefore needed for the understanding module. In that purpose, we propose to have recourse to a CRF-based model for speech understanding. In our approach the semantic tagging is seen as the translation of a word sentence into a tag sentence, and thus can rely on an approach developed for statistical machine translation (SMT). The module is based on finite state transducers into which the different stages of the translation process are composed, as presented in [16].

This formalism for the SLU system offers the advantage to handle graphs intrinsically and so all the well-known operations on graphs (such as composition, minimization, determination etc.) can be applied straightforwardly. In that way, the understanding graph can be composed with the output graph of the ASR system allowing a rich information transmission between the two modules. This composition represents a joint decoding in which all recognition hypotheses are transmitted to the SLU system and their probability can be taken into account during the overall decoding.

Several works dealt with recognition errors by applying a correction mechanism on the output of an ASR system before its transmission to the SLU system. [14] used a maximum entropy language model to simultaneously perform correction and domain adaptation of ASR outputs. Authors of [20] observed that in many cases the second best (2-best) hypothesis of the ASR output is correct and proposed to learn automatically a set of rules to determine when to prefer the 2-best hypothesis.

In a second step, we aim to further increase the robustness of the system to recognition errors. We propose to apply a statistical post edition (SPE) [28] to the ASR output in order to...
correct some repeated recognition errors that the ASR language model is not able to tackle alone. To do so we seize the opportunity offered by our SLU setup based on a SMT system. Indeed the SPE system itself can be seen as a translation system from noisy “recognized” sentences into clean “manually transcribed” sentences.

The paper is organized as follows: in Section 2 we describe our proposition of a CRF-based transducer understanding model. In Section 3 we present the proposition of a joint decoding between recognition and understanding while in Section 4 we complement it with robust understanding by integrating a post-edition step in the cycle. Finally our experimental study and results are reported with the French dialogue corpus MEDIA in Section 5.

2. A translation-based discriminative approach for speech understanding

Several efficient methods have been proposed for concept tagging [13, 17, 9]. For their good performance we chose CRF [15] as a reference approach. Linear CRF represent a log-linear model, normalized at the sentence level. For $\hat{C} = c_1, \ldots, c_M$ a sequence of $M$ concepts that can be hypothesized by the SLU module from a word sequence of length $N$ $W = w_1, \ldots, w_N$, CRF model the probability between concepts and words as follows:

$$P(c_n^N | w^N) = \frac{1}{Z(w^N)} \prod_{m=1}^{N} H((c_{m-1}, c_m, \phi(w^N, n)))$$

with

$$H((c_{m-1}, c_m, \phi(w^N, n))) = \sum \lambda_i h_i(c_{m-1}, c_m, \phi(w^N, n))$$

Log-linear models are based on feature functions $h_i$ representing the information extracted from the training corpus, $\lambda$ are estimated during the training process and $Z$ is a normalization term. $\phi(w^N, n)$ represents pattern function that will be used to determined feature functions during training, in our case $\phi(w^N, n) = w^{n+2}_{m}$ thus delimiting a neighborhood window of length 2 around the current word.

In the optic of having a rich information transmission between the SDS components (possibly by means of the multiple scored hypotheses generated by statistical approaches) and in order to be able to have a joint decoding between these modules we are looking for a similar representation in these modules. A graph can be a rich homogenous representation for the different modules.

A CRF-based graph has been previously proposed for a translation task. In order to obtain an efficient CRF-based graph system for translation, [16] have proposed a model based on a cascaded composition of finite state transducers representing the various stages of the translation process.

The proposed decoder is a composition of weighted finite state transducers (WFST) representing the following steps: reordering and segmentation of the source sentence according to the words tuples, application of the translation model with hypotheses evaluation based on CRF, and composition with a target language model. The understanding of a user utterance can be seen as a translation from a sequence of words (source language) to a sequence of concepts (target language). In that case a similar CRF-based graph model, as proposed for translation, can be obtained for understanding.

This model will be called CRFPB-SMT because it embeds a mechanism for modelling a translation table by sub-sentential segments (called tuples, but analogous to phrase translation table entries) and uses CRF as the probabilistic models providing the hypothesis scores.

This architecture allows to consider the understanding of a sentence as a composition of transducers in the following order:

$$\lambda_{SLU} = \lambda_{LR} \circ \lambda_{TF} \circ \lambda_{PL} \circ \lambda_{SL}$$

with

- $\lambda_{LR}$ is the acceptor of the source sentence or graph $s$;
- $\lambda_{TF}$ implements source segmentation and reordering roles;
- $\lambda_{TF}$ is based on a dictionary of tuples, combining sequences of the source language and their possible tags based on the tuples inventory;
- $\lambda_{TF}$ is a feature matcher, which assigns probability scores to tuples using a CRF model;
- $\lambda_{PL}$ is a language model of the target language (here a concept language model).

3. Joint decoding of speech language transcription and understanding

The joint decoding issue has already been addressed in the past, mostly when system component pipelines are involved for human-machine interaction systems. Several studies have proposed a joint decoding between speech recognition and understanding to take into account the n-best recognition hypotheses during the semantic tagging [30, 27, 10]. These early works have proposed to produce a confusion network out of several recognition graph outputs. The understanding system was represented as a WFST, which weights were obtained by maximum likelihood estimates on the training data. Then joint decoding is obtained as the composition of the recognition graph with the understanding graph.

The positive results obtained by these proposals have encouraged further work in the same line. Given that the most successful models in the SLU state-of-the-art are CRF, [7] proposed to use them instead of WFST for understanding. In the same line, our proposal seeks a joint decoding for recognition and understanding. The CRFPB-SMT model (presented in Section 2) allows to obtain a graph of understanding hypotheses. Since the recognition output vocabulary is the same as for the understanding input, these two graphs can be composed to derive a joint graph:

$$\lambda_{joint} = \lambda_{ASR} \circ \lambda_{SLU}$$

Such a decoding may lead to very complex graphs depending on the targeted domain. Anyhow to avoid technical limitations (machine memory or running time) thresholds can still be introduced to appropriately reduce their size with beam-search or general graph reduction techniques.

Also a normalized class of word lattice, called word confusion network (WCN), has been proposed [19, 11]. WCN force the competing word to be in the same group and impose the alignment of the words that occur at the same approximate interval in the lattice. The posterior probabilities of a word from the WCN are based on the sum of the probabilities of all paths containing this word at the approximate time. WCN have the advantage of being smaller than direct ASR word lattices while
4. Statistical post-editing for ASR error correction

Post-editing is a popular technique in the MT field. It consists in editing the outputs generated by an automatic translation process to improve its quality. This post-editing can be done manually or automatically in order to correct the automatic outputs. A post-editor system can be seen as a monolingual machine translation system. This module translates a sentence from its automatic recognized version to its human written one.

The automatic post-editing is rather largely applied in machine translation. Several recent works in MT, such as [28, 6, 25], proposed a statistical post edition process by using a phrase-based machine translation approach to post edit the output of another machine translation system.

Such a process, while not necessarily intuitive, has been proposed to improve the quality of the translated data sent to human post-editors. To train such a statistical post-editor, the output of a SMT system is used along with its manual post-edition or reference as a parallel training set.

In the same spirit, a SPE process can be applied to correct the ASR output frequent errors. In order to increase the performance of a SDS system by increasing the SLU robustness on recognition errors, we propose to apply an error-corrective mechanism to the ASR outputs based on a statistical post-edition before their transmission to the SLU system.

The advantage of our proposed CRF-based proposed approach for understanding is the fact that it can be generalized to other usages. In order to have a SPE system which can be easily integrated between the ASR system and the SLU system in our proposed joint decoding (presented in Section 3), we propose to obtain a SPE system by the same approach used to obtain the SLU system (as proposed in Section 2).

This system allows to obtain a graph for post-editing. This graph can be composed with the ASR output lattice and the SLU graph as follows:

$$\lambda_{\text{robust\_joint}} = \lambda_{\text{ASR}} \circ \lambda_{\text{SPE}} \circ \lambda_{\text{SLU}}$$

This composition takes a user utterance as input, transcribes it, tries to automatically correct this transcription then attributes the corresponding semantic tags. The selection of a transcription and a post-edition is optimized wrt the understanding that can be obtained with this transcription.

5. Experiments and Results

All experiments presented in the paper are based on the MEDIA French dialogue corpus [2]. MEDIA covers the domain of hotel reservation and tourist information. This corpus is annotated with 99 semantic labels that represent the domain semantics. The annotation is segment-based. Though the semantic information extraction can be done only at the sentence-level (e.g. (18)), anchoring the detection of concepts in the uttered words is important with regard to value extraction (i.e. determining the current normalized value for the concept).

The corpus is composed of 1257 dialogues grouped into 3 parts: a training set (13k sentences), a development set (1.3k sentences) and a test set (3.5k sentences). An in-house ASR system is used to obtain the word lattices of all the data. The 1-best path of the test set lattices obtains a 27.3% word error rate comparing to their manual references.

The concept error rate (CER) is the evaluation criterion used to evaluate the understanding task. CER can be defined as the ratio of the sum of concepts deleted, substituted and inserted on the number of concepts in the reference.

As a first step we trained a CRFPB-SMT understanding model. The tools used for the training and the evaluation of this model are presented in Section 5.1. Then we composed the ASR output with the trained SLU model. This experiment is presented in Section 5.2. Finally, we trained an SPE system for ASR error correction and we included this module in the previous composition. The SPE system and its composition between the ASR and the SLU is detailed in Section 5.3.

5.1. Evaluation of the CRFPB-SMT approach for understanding

A CRFPB-SMT model has been constructed for the understanding task, following description of Section 2. This model was built using the N-CODE tool [5], implemented to train translation models based on n-grams [21].

This tool uses the OPENFST library [1] to built a translation graph by composition of several transducers. The difference between the model initially implemented by this tool and the model we aim to develop lies in the parameters of the so-called translation model. So we adapted the tool to use a CRF model to estimate the translation probabilities and a normalization of the probability scores obtained with the model is done over the different paths in the graph (following [16]).

In N-CODE, the reordering model (proposed by [4]) is based on a set of rules extracted automatically from training data. This approach requires a grammatical labelling of the source training sentences and a word alignment between the source and target sentences to train the $\lambda_R$ model.

The TreeTagger tool [26] was used for grammatical labelling. Since the MEDIA corpus is tagged at the conceptual segment level, a word alignment between the words and the tags can be obtained using the BIO formalism (Begin Inside Outside) [23]. This formalism ensures that each word in the source sentence is aligned to its corresponding concept and therefore no additional automatic alignment is required. The language model used in our experiments is a trigram model trained on the target side of our training corpus using the SRILM tool [29].

In order to optimize the performance of this model, we propose to use MERT (Minimum Error Rate Training) algorithm [22] in order to optimize the weights of the different scored components of the model (reordering, translation and language models).

A baseline CRF model was also developed in order to compare our proposed approach with a state-of-the-art system (this system will be called CRF-SLU in tables and discussions). Table 1 presents a comparison between the CRF-SLU model and the proposed CRFPB-SMT one.

The results show that the CRFPB-SMT approach based on
transducers, after MERT optimization, gives comparable performance to the one obtained by the CRF-SLU approach (13.0\% vs. 12.9\%). This difference is not statistically significant because it is in the bounds of the confidence interval radius (0.1 at 95\% confidence). But weight optimization increases significantly the performance of the CRFPB-SMT system (CER decreases from 15.3\% to 13.0\%).

On the other hand the results show that the use of graphs in the CRFPB-SMT model is advantageous compared to the use of a basic CRF-SLU approach. Besides the fact that it allows to obtain a similar performance, this approach allows to process input graphs. Subsequently, CRFPB-SMT (+MERT) is used for all reported experiments.

5.2. Evaluation of joint decoding

A joint decoding of recognition and understanding has been applied as proposed in Section 3. For that, we adapted the acceptor of the French understanding model to take graphs as input (instead of a single hypothesis). This transducer generates a weighted understanding graph that takes into account recognition scores.

The two scores (recognition and understanding) are considered during the final decoding (best path extraction in the final graph). We propose that the final score for each path of the graph is the addition of the recognition score and the understanding on this path. This path represents a joint decoding between recognition and understanding (marginalization of random variability caused by intermediate recognition).

We propose to perform the joint decoding in two modes: first, an ASR word lattice output is used while we used a confusion network derived from the lattice in the second. In both cases, the performance of the joint decoding is compared to the one obtained without taking into account the hypothesis graphs in the cascade. In the first case, the 1-best transcription of the graph is transmitted to the understanding system. In the second one, the oracle of the transcription graph is given as input to the understanding module. Oracle scores represent an evaluation based on the closest path to the translation reference.

We also evaluate the oracle scores for understanding on the outputs of the different combination, and we calculated the WER score on the selected transcription by the joint decoding (last column of Table 2). The results, given in Table 2, show that the recognition graph improves the performance of the system compared to a system using the 1-best (CER 22.0\% vs. 22.4\% with lattice and 21.9\% vs. 22.5\% with confusion network). Using a recognition graph also allows better performance compared to the combination with the recognition oracle (CER 22.0\% vs. 22.2\% with

<table>
<thead>
<tr>
<th>Recognition</th>
<th>Understanding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Input</td>
</tr>
<tr>
<td>word lattice</td>
<td>1-best(graph)</td>
</tr>
<tr>
<td></td>
<td>oracle(graph)</td>
</tr>
<tr>
<td></td>
<td>graph</td>
</tr>
<tr>
<td>confusion network</td>
<td>1-best(graph)</td>
</tr>
<tr>
<td></td>
<td>oracle(graph)</td>
</tr>
<tr>
<td></td>
<td>graph</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of different configurations of joint decoding (1-best, oracle or graph) using either word lattices or confusion networks.

lattice and 21.9\% vs. 22.0\% with confusion network).

It is important to mention that only combinations taking an input graph for understanding allow to select the transcription according to the labelling that will be applied. In other cases the selection of the transcription is done independently.

Also it is worth noting that the WER score of the transcription selected by the joint decoding is higher than the best transcription (26.2 vs. 25.4 with word lattice and 26.5 vs. 25.2 with confusion network) despite that the former is better in terms of CER and therefore CER and WER won’t always progress jointly even if it may sound a desirable property.

5.3. Impact of an error-corrective step on the system performance

A SPE system has been obtained as proposed in Section 4. In order to obtain a parallel corpus for this experiment, we transcribed the MEDIA training data with the same ASR engine used for the previous experiments. The manual corpus with its automatic translation are used as a parallel text corpus to train the SPE system.

The composition of the three graphs (ASR, SPE and SLU) represents an error-corrective joint decoding, which tries to correct the output of the ASR system before tagging it with concepts. This decoding is performed in two modes depending on the communication channel: first, 1-best selections are transmitted between models while graphs are transmitted in the second mode. The results of these joint decodings are presented in Table 3.

Table 3 shows that the joint decoding obtained using graphs outperforms 1-best information transmission (21.3\% vs. 21.7\%). In both cases, the CER decreases compared to a joint decoding without the SPE module (21.7\% vs. 22.5\% with 1-best and 21.3\% vs. 21.9\% with graphs). These results confirm the conclusion of the previous experiment on the advantage of using graphs. They also confirm the interest of including a SPE system in the recognition/understanding cycle.

6. Conclusions

In this paper we proposed and evaluated an approach for joint decoding of the recognition and the understanding tasks in the context of a human-machine dialogue system. We have shown that with such a decoding 1-best performance can be beaten. We also proposed to integrate a post-edition step between recognition and understanding in order to improve ASR output correctness before conceptual tagging. It has been shown that such a system can further improve the performance of the overall system. The application of the proposed approaches led to a reduction of CER 1.1\% absolute on the MEDIA corpus.

Finally, it is important to mention that the oracle of this robust joint decoding gives a CER of 20.9\% and therefore the system performance can be further improved by a proper adjustment of the model weights since better hypotheses are available in the graph. An optimization procedure such as MERT could be employed to determine the weights.

<table>
<thead>
<tr>
<th>ASR to SPE</th>
<th>SPE to SLU</th>
<th>CER</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-best(graph)</td>
<td>1-best(graph)</td>
<td>21.7</td>
<td>26.5</td>
</tr>
<tr>
<td>graph</td>
<td>graph</td>
<td>21.3</td>
<td>26.3</td>
</tr>
</tbody>
</table>

Table 3: Evaluation of the error-corrective joint decoding.
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